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ABSTRACT 
Search engines are the excellent medium for sharing 
information. Web spam reduces the quality of search      
results and increases the cost of each processed query         
due to the storage and retrieval of useless pages.        
Spammers encourage viewers to visit their sites by     
providing undeserved advertisements, malicious contents      
in their pages and try to install malware on the            
machine.  Recently, the web spam     has increased rapidly, 
leading to a degradation of search results. This paper presents 
the review of web spam techniques compromising search 
engines. 

Keywords 
Web spam, Content spam, link spam, Content hiding, 
Cloaking, Redirection, PageRank, HITS. 

1. INTRODUCTION 
World Wide Web provides the vast amount of data, as more 
and more people rely on the wealth of information available in 
it. The increasing importance of search engines has given rise 
to web spam that exists to mislead search engines. So that the 
web pages would rank high in search results, and thus, capture 
user attention. There are different goals for uploading a spam 
page via spammers, first it is to attract viewers to visit their 
sites to enhance the score of the page in order to increase 
financial benefits for the site owners, the second is to 
encourage people to visit their sites in order to introduce their 
company and its products, and to persuade visitors to buy 
their productions, the third is to install malware on victim’s 
computer. Web spam can be classified as content spam 
(adding irrelevant word to the document to rank it high) and 
link spam (spam on hyperlink) [1, 2]. 

2. SPAMMING TECHNIQUES  
Content spamming and link spamming are two spamming 
techniques that influence the ranking algorithms which is used 
by search engines [5]. 

2.1 Content spamming 
Web spam manipulates the content of web pages by stuffing   
it with keywords repeating several times [5]. A large amount    
of machine generated spam pages such as shown                        
in Figure 1&2 

  

 
 

 

 

 

 

 

 

 
 
 
 
Figure 1: Top hit list of a major search engine for the 
query “download freemp3 digital camera Microsoft 
Linux”. 
Search engines consider the occurrence of the query in a web 
page. Each type of location is called a field. The text fields for 
a page p are the document body, the title, the Meta tags in the 
HTML header, and page p’s URL. The anchor                    
texts associated with URLs that point to p are also    
considered belonging to page p (anchor text field), they 
describe the content of p. The terms in p’s text fields are    
used to determine the relevance of p with respect to a    
specific query (a group of Query terms), with different 
weights given to different fields. 

The algorithms use various forms of the fundamental TFIDF 
metric to rank web pages [1].Given a specific text field, for 
each term t that is common for the text field and a query, TF 
(t) is the frequency of that term in the text field.  
For instance, if the term “spam” appears 6 times in the 
document body that is made up of a total of 20 terms, 
TF(“spam”) is 6/20 = 0.3. 
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  Figure2: A page with no content other than Google ads. 
 
The inverse document frequency IDF (t) of a term t is related 
to the number of documents in the collection that contain t. 
For instance, if “spam” appears in 4 out of the 40 documents 
in the collection, its IDF (“spam”) score will be 10. The 
TFIDF score of a page p with respect to a query q is then 
computed over all common terms t: 

 

 

Based on TFIDF scores, spammers can have two goals: either 
to make a page relevant for a large number of queries (i.e., to 
receive a non-zero TFIDF score), or to make a page very 
relevant for a specific query (i.e., to receive a high TFIDF 
score). The first goal can be processed by including a large 
number of distinct terms in a document. The second goal can 
be processed by repeating some “targeted” terms. 

2.1.1 Title spam 
The title stuffing makes search engines to raise the keyword 
content. Hence, it makes to have large number of the spam 
terms in the document title. 

2.1.2 Body spam 
The body spam achieve a high ranking of a page for a limited 
set of queries by using the repetition strategy of overstuffing 
body page with terms that appear in the set of query. 

2.1.3  Meta tag spam  
The HTML is the target of spamming. Search engines 
currently give low priority to these tags, or even ignore them. 

2.1.4 Anchor text spam 
Spammers create HTML hyperlinks to page with the desired 
anchor text . The spam terms are included not to a target page 
itself, but the other pages that point to the target.                   
So the anchor text gets indexed for both pages which have 
impact on the ranking of both the source and target pages. 

2.1.5  URL spam  
Spammers provide long URLs that include sequences of spam 
terms. For instance, one could encounter spam URLs like: 
buy-canon-rebel-20d-lens-case.camerasx.com,                                              
buy-nikon-d100-d70-lens-case.camerasx.com. 

2.2 Link spamming  
Spammers create link structures by increasing the importance 
of one or more of their pages [3, 4] 

 

       Figure 3: A page having unrelated hyperlinks 

 

Figure 4: A simple example of link farm pages 
[Nodes from A to F denotes web pages and the Edges 

denotes the Links Between the pages] 
There are two major categories of link spam. 
   a) Outgoing link spam  
   b) Incoming link spam. 
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Spammers create various pages that link to the spammer’s 
target pages such as shown in Figure 5. 
 
 
 
 

 
 
 
 
 
 

Figure 5:  Scheme of a typical link farm. 
 

2.2.1 Outgoing link spam 
The spammer manually adds a number of outgoing links to 
well-known pages, hoping to increase the page rank. The most 
common way for creating a vast number of outgoing links is 
directory cloning. Spammers then often simply replicate some 
or all of the pages of a directory, and thus create massive 
outgoing link structures quickly. 

2.2.2 Incoming link spam 
Spammers make a number of incoming links to a single target 
page or set of pages by using following strategies: 

2.2.2.1 Create a honey pot  
A set of pages containing some useful resource may also have 
hidden links to the target spam page(s). It will attract people 
to point to it, boosting indirectly the ranking of the target 
page(s).  

2.2.2.2 Infiltrate a web directory 
The web directories allow webmasters to add links to their 
sites under some topic in the directory. Spammers may add to 
directory pages links that point to their target pages having 
both high Page Rank and hub scores, this spamming technique 
is useful in boosting both the Page Rank and authority scores 
of target pages. 

2.2.2.3 Participate in link exchange 
A group of spammers set up a link exchange structure, so that 
their sites point to each other. 

2.2.2.4 Create own spam farm 
The spammers create arbitrary link structures that boost the 
ranking of some target pages [8].  

2.2.2.5 Buy expired domains 
When a domain names expires, the URLs on various          
web sites that point to pages within the expired domain for 
some time. Some spammers buy expired domains and 
populate them with Spam that takes advantage of the false 
relevance/importance conveyed by the pool of old links. 

There are three types of pages on the Web: 

Inaccessible pages: Spammer cannot modify the web 
pages. These are the pages out of reach; the spammer cannot 
influence their outgoing links. 

Accessible page: Accessible pages are maintained by 
others, but can still be modified in a limited way by a 
spammer. For example, a spammer may be able to post a 
comment to a blog entry, and that comment may contain a 
link to a spam site.  

Own pages: Own pages are maintained by the spammers, 
who thus have full control over their contents. We call the 
group of own pages as a spam farm Σ. A spammer’s goal is to 
boost the importance of one or more pages. For simplicity, say 
there is a single target page t. There is a certain maintenance 
cost associated with a spammer’s own pages, so we can 
assume that a spammer has a limited budget of n such pages, 
not including the target page [9]. 
 

2.3 Target algorithms 
The two well known algorithms used to compute importance 
scores based on link information is given below 

2.3.1 PageRank 
PageRank algorithm is used by Google Search Engines to 
rank websites. PageRank uses incoming link information to 
assign global importance scores to all pages on the Web. It 
assumes that the number of incoming links to a page is related 
to that page’s popularity among average web users [11].  

2.3.2 HITS 
Hyperlink-Induced Topic Search (HITS also known as      
hubs and authorities) is a link analysis algorithm used            
to rank pages on a specific topic. It is more common, 
however, to use the algorithm on all pages on the Web          
to assign global hub and authority scores to each page. 
According to the circular definition of HITS, important       
hub pages are those   that point to many important authority 
pages, while important authority pages are those pointed by 
many hubs. A search engine that uses the HITS algorithm to 
rank pages         returns as query result a blending of the pages 
with the highest hub and         authority scores. Hub scores can 
be easily spammed by adding outgoing links to a large 
number of well known, reputable pages, such as 
www.cnn.com or www.mit.edu. Thus, a spammer should add 
many outgoing links to the target page t to increase its hub 
score. 

3. HIDING TECHNIQUES 
The spammers may have the repeated terms, long lists of 
links. They use a number of techniques to hide their abuse 
from regular web users visiting spam pages, or from the 
editors at search engine companies who try to identify spam 
instances [6, 7]. 
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                     Figure 6: Types of hiding techniques 
 

3.1 Content hiding 
Spam terms or links on a page can be made invisible when the 
browser views the page. One common technique is using 
appropriate color schemes. The terms in the body of an 
HTML document are invisible if they are displayed in the 
same color as the background. Color schemes can be defined 
either in the HTML document or in an attached cascading 
style sheet (CSS). 

Ex.: <body background=“white”> 
<font color=“white”>hidden text</font> 
. . . 
</body> 
The spam links can be hidden by avoiding anchor text. 
Instead, spammers often create tiny pixel anchor images that 
are either transparent or background-colored. A spammer can 
also use scripts to hide some of the visual elements on the 
page, for instance, by setting the visible HTML style attribute 
to false [10]. 
 

3.2 Cloaking 
Cloaking is a search engine optimization technique in which 
the content presented to the search engine is different from the 
user's browser. If spammers can clearly identify web crawler 
clients they can use cloaking. By using the URL, spam web 
servers return one specific HTML document to a regular web 
browser, while they return a different document to a web 
crawler. This way, spammers can present the intended content 
to the web users and, at the same time, send a spammed 
document to the search engine for indexing. 
The web crawlers can be identified in two ways. On first, 
some spammers maintain a list of IP addresses used by search 
engines, and identify web crawlers based on their matching 
IPs. On second, a web server can identify the application 
requesting a document based on the user-agent field in the 
HTTP request message [10]. 
 

3.3 Redirection 
Another way of hiding the spam content on a page                 
is by automatically redirecting the browser to another              
URL as soon as the page is loaded. This way the page                  
still gets indexed by the search engine, but the user will         
not see it—pages with Redirection act as intermediates for      
the ultimate targets, which spammers try to serve to a user 
reaching their sites through search engines.  

 

 

 

 

 

 

4. CONCLUSION 
In this paper we discussed about various spamming 
techniques and hiding techniques. We observed that there is 
an on-going battle between search engines and spammers. 
Due to great impact of spam on search engines and online 
community, web spam detection has become a key area of 
research. Spam detection using fuzzy based approach, area 
of Genetic algorithms, detection of cloaking are still in open 
issues. 
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ABSTRACT 

Digital image acquisition and processing technique plays 

an important role in medical diagnosis. Images of living 

objects are taken using various modalities such as X-ray, 

Ultrasound, Computed Tomography (CT), Magnetic 

Resonance Imaging (MRI) etc. During the acquisition 

process, various distortions in the images are founded, 

which will negatively affect the diagnosis process on 

captured images. There by advanced digital image 

processing techniques for improving the quality of 

acquired image by removing noise components present in 

it becomes important. Among various modalities of 

medical image acquisition, Ultrasound imaging which is 

non-invasive in nature and lower acquisition cost is the 

most used application of high-frequency sound waves to 

produce diagnostic images. Ultrasound images are 

degraded by an intrinsic artifact called ‘‘speckle”, which is 

the result of constructive and destructive coherent 

summation of ultrasound echoes. This paper discusses 

different types of filter techniques and multi-scale 

approach to suppress the speckle noise in ultrasound 

image.  

Keywords 

Medical diagnosis, Ultrasound Imaging, Speckle noise, 

Despeckling techniques. 

1. INTRODUCTION 
Medical diagnosis identifies the type of disease or 

condition causing a person's signs and symptoms. 

Diagnosis becomes a challenging factor due to various 

distortions. Among imaging, ultrasound which is based on 

non-ionizing radiation has wide exposure. 

Ultrasonography (Diagnostic sonography) is 

an ultrasound-based diagnostic imaging technique used for 

visualizing internal body structures including tendons 

, muscles, joints, vessels and internal organs for possible 

pathology or lesions. Ultrasound refers to sound waves 

with high frequency (too high for humans to hear) emitted 

from probes or transducers into the living organism are 

either reflected back or attenuated by the body. The 

reemitted sound waves from tissue are converted into an 

electrical signal. The strength of the signal corresponds to 

the brightness on the monitor. The converted signals are 

used to display the distances and intensities of the echoes 

to form a two-dimensional image. These images can be 

used in both diagnostic and therapeutic manner to guide 

interventional procedures (for instance biopsies or 

drainage of fluid collections). 

Ultrasound is effective for imaging soft tissues of the 

body. Superficial structures such 

as muscles, tendons, testes, breast, thyroid and parathyroid 

glands, and the neonatal brain are imaged at a 

higher frequency (7–18 MHz), which provides better axial 

and lateral resolution. Deeper structures such as liver and 

kidney are imaged at a lower frequency 1–6 MHz with 

lower axial and lateral resolution but greater penetration. 

Many different modes of images can be formed using 

ultrasound. The most well-known type is A-mode 

(amplitude mode) that scans a line through the body with 

the echoes plotted on screen as a function of depth. B-

mode or 2D-mode image [17] displays the acoustic 

impedance of a two-dimensional cross-section of tissue. 

M-mode assesses moving body parts (e.g. cardiac 

movements)   from the echoed sound and Colour mode 

detects and assesses cell motion, blood circulation using 

Doppler analysis. Main advantages of Ultrasound imaging 

are they produce no radiation and are inexpensive. They 

are excellent for identification of cyst (fluid filled cavities), 

foreign bodies, liver disease (tumour, chronic liver disease 

(CLD), liver fibrosis, etc.), obstetric imaging and real time 

imaging. 

Speckle is a particular type of noise which affects all 

coherent imaging systems such as laser, synthetic aperture 

radar (SAR), and medical ultrasound images. However, by 

nature, Ultrasound image contains more speckle noise than 

any other imaging modality. Noises is initiated in all stages 

of Image acquisition such as beam forming, signal 

processing and even during Scan conversion due to the 

loss of proper contact or air gap between the probe and 

body. Filtering Techniques and analysis are mostly used to 

suppress speckles.  In this paper, various Image Processing 

filtering techniques and multiscale approach has been 

surveyed out for better understanding of despeckling the 

noise in Ultrasound image. 

2. SPECKLE NOISE 
Noise is present in image either in additive or 

multiplicative form. In Additive Noise Model the noise 

signal that is additive in nature gets added to the original 

signal to produce a corrupted noisy signal by: 

)y,x(n)y,x(s)y,x(w   

 

In Multiplicative Noise Model the noise signal gets 

multiplied to the original signal. The multiplicative noise 

model is given by:  

)y,x(n*)y,x(s)y,x(w   
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where, s(x,y) is the original image and n(x,y) denotes the 

noisy values introduced to produce the corrupted image 

w(x,y) at (x,y) pixel location. Various types of 

Multiplicative noise seen in digital images are: impulsive 

or random noise, Gaussian noise, frequency noise  and 

speckle noise [27]. Impulsive noises are introduced when 

the sensor picks up the saturated image due to improper 

transmission in signal. Then the value of the pixel may 

result in high or low. Gaussian noise shows little variation 

in the image due to sensor gain, low quantization in 

digitization, etc. Frequency noise is characterized by the 

interference of a signal which joins the image at a certain 

frequency. In all cases, noise always implies a sudden 

change in an image’s intensity level.  

Speckle noise is multiplicative noise that displays a 

granular pattern due to the dispersion of the 

electromagnetic waves caused by the transducer. This 

noise degrades the fine details and edge definition and 

limits the contrast resolution by making it difficult to 

detect small and low contrast lesions in body. Speckle 

noise has constructive and destructive interference with 

image which is shown as bright and dark dots.  

Speckle noise inherits the property of ultrasound image 

and reduces the image resolution and contrast, which 

affects the diagnostic value of this imaging modality [7]. 

Therefore, despeckling is a very important preprocessing 

step for filtering speckle [5,26,15]  without affecting 

important features of the image. 

3. PERFORMANCE MEASURES 
The image quality is measured after the enhancement by 

comparing with the original image using standard metrics 

like Mean Square Error (MSE), Root Mean Square Error 

(RMSE), Signal to Noise Ratio (SNR), and Peak Signal to 

Noise Ratio (PSNR) [3,25,28]. The peak signal-to-noise 

(PSNR) and normalized mean square error (NMSE) are 

used to evaluate the results of the discrete wavelet 

methods. The SNR is used to evaluate the smoothness, as 

observed in homogeneous regions of an image (speckle 

region). 

Given a noise-free m×n monochrome image I and its noisy 

approximation K, MSE is defined as: 
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MAXI is the maximum possible pixel value of the image. 

When the pixels are represented using 8 bits per sample, 

then MAXI is 255.  
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Where σ is the variance of signal and noise. 

 

4. DESPECKLING TECHNIQUES 
In recent years, much interest has been focused on the 

post-formation filtering methods applied directly in the 

original images. Different types of image processing and 

soft computing techniques [1-26]are exist for enhancing 

the quality of Ultrasound scanned image. This section 

analyses various de-speckling techniques using Filters, 

Multi-scale image enhancement and soft computing 

techniques.  

Image processing filters are mainly used for smoothing 

(low frequencies) the image, or enhancing and detecting 

edges (high frequencies) in the image. An image can be 

filtered either in the frequency or the spatial domain. 

4.1 Filters 
4.1.1. Spatial domain Filters 
The spatial domain [27] deals with the image matrix of 

normal image I, in which a change in pixel position in 

Image directly projects to a change in 2D or 3D space. 

Distances in I (in pixels) correspond to real distances 

(e.g. in meters) in S. Image features with high spatial 

frequency (such as edges) are those that change greatly in 

intensity over short image distances. 

Gaussian averaging, mean, median, Local Region filter, 

Lee and Diffusion Filter, Wiener filter are applicable to all 

type of images for reducing speckle noise. These filters are 

low pass filters that remove the sudden change of intensity 

value replacing the suspected values with a local average 

or some similar local measures.  

(a) Mean filtering : It is a simple, easy and instinctive 

method for smoothing images[4] by reducing the 

noise. It reduces the amount of intensity variation 

between one pixel and its neighbors. The idea of 

mean filtering is to replace each pixel value in an 

image with the mean (`average') value of its 

neighbors, including its value. It helps in eliminating 

pixel values which are unrepresentative of their 

surroundings. Mostly 3×3 square kernel is used.  

(b) Median Filtering : It replace the pixel value with 

the median of neighboring pixel values[13]. The 

median is calculated by first sorting all the pixel 

values from the surrounding neighborhood into 

numerical order and then replacing the pixel being 

considered with the middle pixel value. 

(c) Gaussian Filter : It is a 2-D convolution smoothing 

operator[13,27] used to `blur' images and remove 

detail and noise. It is similar to the mean filter, but it 

uses a different kernel that represents the shape of a 

Gaussian (`bell-shaped') hump.  
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The Gaussian distribution in 1-D has the form: 

 

e
2 2

x2

2

1
)x(G





  

 

where  is the standard deviation of the distribution and X 

the distribution of mean.  

 

(d) Wiener Filter :  The Wiener filter can be used to 

deblur an image and filter out the noise from the 

corrupted signal. It is based on a statistical approach 

and linear time-invariant filtering. It minimizes the 

mean square error between the estimated random 

process and the desired process in image.  

(e) Adaptive Filtering:  An adaptive filter is a system 

with a linear filter that has a transfer 

function controlled by variable parameters and a 

means to adjust those parameters according to 

an optimization algorithm. It preserves edges and 

other high frequency parts of an image. It works best 

when the noise is constant-power (“white”) additive 

noise, such as speckle noise. 

Eveline Pregitha et al.[6] compared and evaluated the 

performance of various filters for speckle noise removal in 

ultrasound fetal image. Out of traditional filters, Adaptive 

Shock filter gives desirable results in terms of MSE and 

PSNR. Mohamed Saleh Abuazoum [13] presented  an 

experiment with three filters (Median, Gaussian and 

Wiener filter) and evaluated the outcomes of medical 

image de-noising. Their performance is calculated using 

peak signal-to-noise ratio measure, which shows that 

Gaussian filter is better than Median and Wiener filter.  

Bhausaheb Shinde et al.[4] presented, analyzed various 

filtering techniques like Median Filtering, Adaptive 

Filtering and Average Filtering, then results are analyzed 

and compared with standard pattern of noises and quality 

metrics like Mean, and Standard deviation are used. It was 

observed that the choice of filtering techniques for de-

noising the medical images depends on the type of noise. 

This study shows that Median filter works better to 

despeckle noise in Cancer images. 

4.1.2. Frequency domain Filters 
The frequency domain [27] is a space in which each image 

value in image I at position S (2D or 3D) represents the 

amount that the intensity values in image I vary over a 

specific distance/time related to S. In the frequency 

domain, changes in image intensity values correspond to 

changes in the spatial frequency. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Frequency Domain 

Figure 1 shows the frequency filtering process by 

transforming the image into the frequency domain, 

multiplying it with the frequency filter function and re-

transforming the result into the spatial domain. A signal 

can be converted from time function (time domain) into a 

sum of sine waves of different frequencies (frequency 

domain) using mathematical operators called transforms. 

Transformation can be done by Fourier series, Fourier 

transformation, Laplace transform and Z transform.  

Fourier Transform:  

The operation usually takes an image and a filter function 

in the Fourier domain[27]. This image is then multiplied 

with the filter function in a pixel-by-pixel fashion: 

)l.k(H*)l,k(F)l,k(G   

where F(k,l) is the input image in the Fourier 

domain, H(k,l) the filter function and G(k,l) is the filtered 

image. To obtain the resulting image in the spatial 

domain, G(k,l) has to be re-transformed using the inverse 

Fourier Transform. Lowpass, Highpass, Bandpass, 

Butterworth filter etc are different types of filters that can 

be used for despeckling ultrasound images. 

(a) A low-pass filter attenuates high frequencies and 

retains low frequencies unchanged. This results in 

smoothing the image as the blocked high frequencies 

correspond to sharp intensity changes.  

(b) A highpass filter yields edge enhancement or edge 

detection in the spatial domain, because edges contain 

many high frequencies.  

(c)A bandpass attenuates very low and very high 

frequencies (combination), but retains a middle range band 

of frequencies. Bandpass filtering can be used to enhance 

edges by suppressing low frequencies and reduce the noise 

by attenuating high frequencies. 

Suganya Devi et al.[25] compared various filtering 

techniques like Weiner filter, Bayes wavelet filtering and 

Morphological filtering. Ultimately, the quality of 

enhanced image is measured by statistical quantity 

parameters like PSNR, RMSE and ENL (Equal Number of 

Look). It was found that Morphological filtering performs 

well. Juan L. Mateo et al. [9] compared algorithms and 

methods such as Median(Adaptive weight median 

filtering), Fourier(ideal, butterworth), Wavelet transform 

and Homomorphic filtering for smoothing existing noise in 

medical images. 

Fourier 

Transform  

Inverse Fourier 

Transform  

Input noisy 

image 

Output 

noiseless 

image 
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4.2 Multi-Scale Image Enhancement 
Multi-scale approaches typically transform the original 

monochrome image into a multi scale or resolution 

hierarchy representation. The most common multi-

resolution transform is Wavelet transform. 

Wavelet transforms 

A wavelet [28] is a wave-like oscillation in which its  

amplitude starts from zero, and it increases or decreases 

from zero. It is a mathematical function used to divide a 

given function or continuous-time signal into different 

scale components. It is used to extract needed information 

from signals   and images. A wavelet transform is the 

representation of a function by wavelets. Wavelet 

Transform is a powerful tool of signal used to preserve the 

edges of image.  

Wavelet transforms are classified into discrete wavelet 

transforms (DWTs) and continuous wavelet 

transforms (CWTs) [28]. All wavelet transforms will be in 

the form of time-frequency representation for continuous-

time (analog) signals. CWTs operate over every possible 

scale and translation whereas DWTs use a specific subset 

of scale and translation values or representation grid. DWT 

use discrete-time filterbanks. These filterbanks are called 

the wavelet and scaling coefficients in wavelets. 

Discrete Wavelet Transform (DWT) [11]  of noisy image 

consist of small number of coefficients having high SNR 

(signal-to-noise ratio) and large number of coefficients 

having low SNR. These small coefficients can be 

thresholded without affecting the significant features of the 

image. Wavelet thresholding is a signal estimation 

technique that exploits the capabilities of Wavelet 

transform for signal denoising. It removes noise by killing 

coefficients that are irrelevant relative to some threshold. 

Thresholding the Wavelet coefficients are commonly 

called Wavelet Shrinkage. Multi scale thresholding is the 

process of applying a threshold at the high pass 

components at different scales of the multiresolution 

decomposed image. Figure 2 shows the stages in wavelet 

transform for Noise Reduction in Ultra Sound Images [16]: 

i. Input Noisy image :  Construct Multiplicative 

noise model  

ii. Wavelet  transformation of noisy image  

iii. Estimation : Calculate variance of noise, 

weighted variance of signal , threshold value of 

all pixels and sub band coefficients  

iv. Take inverse DWT to do the despeckling of 

Ultrasound images.  

v. Output denoised image 

Figure 2 : Image despeckling using Wavelet Transform 

1. Discrete Wavelet transform [20] : The noisy image is 

read as input and are recursively divided into 4 quadrants 

by applying low-pass and high pass spatial filtering along 

horizontal and vertical directions.  

 

Figure 3: 3 level -Discrete Wavelet Transform 

1, 2, 3  -   decomposition level, H   -   High Frequency 

Bands, L    -    Low Frequency Bands 

One level of the transform: 

 The DWT of a signal x is calculated by passing it through 

a series of filters [28]. First it is passed through a low pass 

filter with impulse response  g resulting in a 

convolution of the two: 







k

k]x[k]g[n(x*g)[n]y[n]  

 Then the signal is decomposed simultaneously using 

 high-pass filter h. The h   produces the detail coefficients 

and g produces approximation coefficients. The two filters 

that are related to one another are called quadrature mirror 

filter. While filtering half  of the samples are discarded.  
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The filter outputs are then sub sampled by 2 with the sub 

sampling operator    and the above summation is written 

as 

2)g*x(
low

y   

 

2)h*x(
high

y   

 

Wavelet coefficients are obtained on each level. Then the 

noise variances are estimated from noisy image and 

threshold values are calculated using various threshold 

selection rules or shrinkage rules. Next soft or hard 

thresholding functions are applied to noisy coefficients. 

Finally the inverse DWT are performed to reconstruct the 

denoised image. 

Cascading level and Filter banks: 

The above decomposition is repeated  further [28] and the 

approximation coefficients at each level is decomposed 

with high and low pass filters and then down-sampled. It is 

LL3 LH3 
LH2 

LH1 
HL3 HH3 

HL2 HH2 

HL1 HH1 
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represented as a binary tree with nodes representing a sub-

space with a different time-frequency localisation. The tree 

is called as a filter bank. 

 

Figure 4 : 3 level – Filter bank 

At each level, the signal is decomposed into low and high 

frequencies. During decomposition process the input signal 

must be a multiple of 2n where n is the number of levels. 

2. Wavelet Thresholding : Threshold plays an important 

role in the denoising process [20]. It finds an optimum 

threshold value. A small threshold value will retain the 

noisy coefficients whereas a large threshold value leads to 

the loss of coefficients that carry image details. The two 

types of thresholding techniques used for denoising are: 

Hard Thresholding: Hard threshold will suppress or retain 

procedure and is more intuitively appealing.  Sometimes 

pure noise coeffiecients may pass the hard threshold. It is 

mainly used in medical image processing. 

 

 
 

 
 

Figure 5 : Original and Hard & Soft  thresholded 

signal 

 

Soft Thresholding: Soft threshold shrinks coefficients 

above the threshold in absolute value. The false structure 

in hard thresholding can be overcomed by soft 

thresholding. Important features characterized by large 

wavelet coefficient across scales are identified. 

 

3. Wavelets Haar wavelet [14, 28]  is a sequence of 

rescaled "square-shaped" functions which allows a target 

function over an interval to be represented in terms of an 

orthonormal function basis. Daubechies Wavelet - Ingrid 

Daubechie wavelet is the first wavelet family which has set 

of scaling function which is orthogonal [20]. This wavelet 

has finite vanishing moments. Daubechies wavelets have 

balanced frequency responses but non-linear phase 

responses. Daubechies wavelets are useful in noise 

removal of image processing because of its property of 

overlapping windows and high frequency coefficient 

spectrum reflect all high frequency changes. Daubechies 

family wavelets are written as dbN, where N is the order, 

and db is the "surname" of the wavelet. The db1 wavelet is 

the same as Haar wavelet. The Haar, Daubechies, Symlets 

and Coiflets are compactly supported orthogonal wavelets. 

These wavelets along with Meyer wavelets are capable of 

perfect reconstruction. The Meyer, Morlet and Mexican 

Hat wavelets are symmetric in shape. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 : 1st –Haar , 2nd –Daubechies & 3rd –Coifelts 

Wavelets 

Mariana Carmen Nicolae et al. [12]   described the wavelet 

transform that gives better result than median and 

homomorphic Wiener filtering methods for despeckling 

ultrasound images. In order to realize a fair comparison, 

the same analysis for three frequency values is used.  

Sudha et al.[24] presented DWT Discrete wavelet-based 

thresholding scheme for noise suppression in ultrasound 

images. Quantitative and qualitative comparisons of the 

results are obtained to demonstrate the higher performance 

for speckle reduction. Jaspreet kaur et al.[7] presented a 

study on various techniques for speckle noise removal in 

biomedical applications, such as Spatial and frequency 

domain filter, wavelet based multiresolutional analysis 

(Haar, Coiflets and Symlets) and thresholding function. 

Anutam et al.[3] compared  filters and various wavelet 

based methods and showed that wavelet based Bayes 

shrinkage method outperforms other methods in terms of 

PSNR and MSE. 

4.3 Soft Computing Techniques 
Soft computing principles like Artificial Neural Networks 

(ANN), Genetic Algorithms (GA) Fuzzy Logic (FL) and 

other soft computing techniques are used in designing 

algorithms for speckle noise reduction in medical 

ultrasound images. Alamelumangai et al.[1]  presented a 

novel memetic based approach to optimize neuro fuzzy 

system for reducing this speckle noise in sonogram 

images. The system uses a 5 layer feed forward neural 

network with 5 input parameters representing the 5×5 
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window pixel. These are the fuzzy values which are 

optimized by memetic algorithm (MA) and fed into the 

system as input parameters. Alamelumangai et al.[2] 

proposed another efficient method for diagnosing the 

breast cancer cells in women . The Fuzzy C-Means 

clustering system identifies various important artifacts, 

such as cyst, tumor and micro calcifications. Their system 

suppresses speckle noise and further extended to FCM 

class 2 non-homogeneous images.  Manpreet Kaur et al. 

[10] showed that three layer feed forward neural network 

and its optimization with particle swarm optimization 

(PSO)  changes the weights to achieve minimum mean 

square error in the image yields better results than the 

Back propagation algorithm. To measure the quality of 

image, statistical parameters such as MSE and PSNR are 

calculated. 

5. FUTURE RESEARCH 
This study describes various filtering techniques that have 

been applied so far. Despeckling techniques needs to 

balance the image pixel intensity between noise 

suppression and loss of information, which is something 

that experts are very concerned about. It is, therefore, 

desirable to keep as much important information as 

possible in image. The majority issue of speckle reduction 

techniques concerns about affecting the quality of the 

processed images. Most of the despeckling filtering 

algorithms are empirically estimated. It does not enhance 

the edges, but only inhibit smoothing near the edges.  

Almost different evaluation criteria such as MSE, PSNR, 

SNR, etc. are used for evaluating the performance of 

despeckle filtering. Therefore additional quantitative 

criteria like texture analysis and classification, image 

quality evaluation metrics, and visual assessment by 

experts could be investigated in future. 

6. CONCLUSION 
The study focused on different filtering techniques and soft 

computing algorithms that are currently used to suppress 

speckle noise in medical ultrasound images. The 

comparative study of noise suppression methods leads a 

way to identify new methods to enhance noise-free 

synthetic image for diagnosis than the existing one. The 

quantitative performance measures must be computed to 

show better solution. 
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Abstract— Breast cancer is a highly heterogeneous disease and 

very common among women worldwide. Inter-observer and 
intra-observer errors occur frequently in analyzing the lesion 
portion of medical images, giving high variability in results 
interpretations. Computer Aided Diagnosis system (CAD) plays a 
vital role to overcome this variability. Segmentation is the second 
critical stage in CAD system to extract the desired portion exactly 
for distinguishing benign tumor from malignant one.  In this 
work, the traditional K-Means algorithm is incorporated with 
Ant Colony Optimization and Regularization parameter to 
segment the lesion portion with maximum boundary 
preservation. The PRI, VoI, GCE and BDE cluster validation 
measures are used to compare the segmented result with ground 
truth image delineated by the radiologist. The proposed work 
outperforms the traditional K-Means clustering method with 
96% similarity (PRI) between segmented tumor image with 
referred tumor image. 

Index Terms— Breast cancer, Image segmentation, 
Clustering, K-Means, ACO, Regularization, Clustering validation 
measures 

I. INTRODUCTION  

Breast cancer is the second most cause of death among 

women in the world. It has been proved that breast cancer can 

be treated effectively and save lives if it is diagnosed at an 

early stage [14]. Mammography is the most common modality 

used for screening and diagnosing the breast tumor [1] which is 

restricted to young women with dense breast and women 

during pregnancy period. Breast Ultrasound (BUS), a non 

ionization modality is one of the widely recommended tool for 

the early detection of breast cancer. It is cheaper and faster than 

mammography and is suitable for the low-resource countries 

[2]. It is more sensitive than mammography for detecting 

abnormalities in dense breasts [3]. It also reduces the operator 

dependency and increases the sensitivity and specificity in 

breast cancer diagnosis [4]. The CAD (computer aided 

diagnosis) system comprises of four steps, viz., preprocessing, 

segmentation, feature extraction and classification of tumor. 

The most important and challenging step in BUS CAD 

system is image segmentation. Segmentation involves 

partitioning an image into groups of pixels which are 

homogeneous with respect to some criterion [5]. The groups 

are called segments which contain the Region of Interest (ROI).  

Different groups must not intersect with each other and 

adjacent groups must be heterogeneous. Features extracted 

from the ROI are used for tumor classification. Clustering 

technique is found to be one of the efficient tools for 

segmentation [16] since it segments the homogeneous pixels in 

the given image. In this work K-Means clustering is enhanced 

with ACO for cluster centroids initialization and Regularized 

parameter to refine and stabilize the clusters. 

 
 
 
 
 
 

Fig.1. Overview of the proposed work for segmentation 

The overview of the proposed method is described in    

Fig.1. Suppressing speckle noise in BUS image through 

preprocessing techniques is carried out as first step. This step 

also preserves lesion edges and makes the image more suitable 

for segmentation. The despeckled image is subjected to 

segmentation by employing the proposed Regularized    

K-Means (ReKM) clustering algorithm. In this work, the Ant 

Colony Optimization (ACO) algorithm is used for refining the 

initial cluster centers during the clustering process. The 

distance metrics used for finding similar pixels in clustering is 

enhanced with regularization parameter (λ) as an additive 

distance metric.  A group of morphological operations is then 

used as post processing method to extract the precise portion of 

the breast tumor. Finally the proposed work is compared with 

conventional K-Means clustering using various cluster 

validation metrics. 

The rest of the paper is organized as follows: Section 2 

describes the preprocessing technique that is selected to remove 

speckle noise. Section 3 explains the proposed K-Means 

clustering adapted with ACO for cluster centroids initialization 

and regularization parameter for refining clusters to segment 

the tumor region. Section 4 describes the post processing steps 

using morphological operations to remove outliers in 

segmented image. Section 5 covers the experimental analysis 

of clustering methods. The conclusion and further enhancement 

is covered in section 6. 

Segmented 
Image 

BUS Image 

Preprocessing Regularized 
K-Means clustering 

Morphological 
Operations 

Initial Clusters refinement 
by ACO 
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II. PREPROCESSING 

Breast Ultrasound image is highly inherited with speckle 

noise that make the segmentation process difficult. Hence a 

spatial filter, M
2
 is designed by the authors and applied to 

corrupted Breast Ultrasound (BUS) image to despeckle the 

noise without degrading edge information [12]. During 

filtering, the kernel of size 3x3 slides over the image and the 

central pixel value is replaced with the mean of row and 

column wise medians of the kernel. 

III. SEGMENTATION METHODS 

K-Means is one of the famous unsupervised learning 

algorithms that classify a given data set into a certain number 

of clusters, the number being fixed a priori [7, 13, 16]. The data 

items are clustered using anyone of the distance metrics like 

Euclidean, Manhattan, Mahalanobis, Pearson Correlation and 

Spearman. K-Means is a very simple clustering method to 

maximize inter-cluster or minimize intra-cluster variance 

during clustering. But it may not converge to global optimum 

[8] due to its sensitiveness to outliers and noise, and yields 

unstable cluster results due to a random initialization of cluster 

centers. Hence the proposed work aims at grouping the data 

items into clusters according to the criteria of minimizing the 

iteration process by adapting ACO algorithm for identifying 

initial cluster centroids and minimizing the variation among 

data items within each cluster by incorporating the 

regularization parameter.  

A. Adaptation Of ACO for Initializing Cluster Centroids 
Main inspirations to design ACO metaheuristic in research 

and experiments are founded out by Goss and Deneubourg 

(1989) and later by Marco Dorigo(1992).  Ants are the insects 

that live in the community called colony. Each ant creates its 

own solution in search of food and contributes to the whole 

colony. The shortest path between the source of food and ant 

nest is identified through the maximum pheromone (a chemical 

message that impact the behavior of the members of its colony) 

deposition.  An ant-colony clustering algorithm based on 

Deneubourg et. al.’s model [18] is applied in this research 

work. All the data objects or items to be clustered are first 

randomly laid down on a two-dimensional m×m grid termed as 

clustering workspace, where m depends on the number of items 

[6]. Each cell in the grid can contain at most one item. A few 

artificial “ants” are also placed in the same grid at random. At 

initial stage, each unladen ant carries an item and searches for a 

local minima until a best solution (cell)  is found to drop the 

item or takes K steps according to the neighborhood search 

function as given in Eq.1. 

         �
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�
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�
�

�
�
�

	



� �Kj2
)j,i(d11,0max= f(n)                         (1) 

where d(i, j) ��  [0,1] is the dissimilarity between data points 

i and j, 		  ��  [0,1] is a scaling parameter, 
2��  = ((K*2)+1)

2
 is 

the size of the local neighborhood search and ‘n’ varies from 1 

to 
2�� . A cyclic process for each ant to identify pixels for 

cluster center initialization is described in the following steps:   

For each ant do 

    For each iteration do 

o The unladen ant picks up a random pixel, according to 

the picking probability

2

11

1
p fk

k
P ��

�

�
��
�

�


�
where f1 is the 

neighborhood function and k1 is the pick threshold. 

o The laden ant checks for similar item nearby. 

� If similar item exists then the ant updates the location 

and drops the item according to the dropping 

probability 2

22

2
d fk

fP ��
�

�
��
�

�


�
, where f2 is the neighborhood 

function and k2 is the drop threshold. 

� Else Repeat 

              Move to the best neighborhood according to the 

              defined neighborhood search function f(n) as in  

              Eq.1. 

� Calculate the dropping probability 

� If the dropping probability is lower than the 

picking probability then the item is dropped into 

the neighborhood cluster. The local best solution 

is updated. 

� Until item has been dropped or K moves has been 

done. 

o Update the local best solution found. 

      End For Loop   // iteration stops 

End For loop   // each ant do 

 

Each ant updates the local best solution after dropping an 

item during iterative process. After completing the maximum 

iteration of each ant, the global best solution is found out from 

local best solutions. The global best solution is used for 

initializing the cluster centroids and it helps to decrease the 

number of iterations in clustering process and maintains the 

stableness of cluster formation. 

B. Regularized K-Means (ReKM) Clustering 

Very large sized clusters result in loss of information and 

produce smooth image where as very small sized clusters 

(outliers) result in insignificant segments. The data items 

should therefore be balanced among clusters by grouping the 

maximum homogeneous data items into clusters and make the 

clusters well separated and heterogeneous. In this research 

work, Regularization technique [15] is used to prevent 

statistical overfitting of data items into dissimilar clusters. It 

converts the ill posed cluster formation into well posed one by 

applying a penalty for complexity or by adding the coefficients 

to the model [9]. Regularization includes ridge regression 

(Tikhonov regularization), lasso [11], elastic net, trace plots 

and cross-validated mean square error techniques as penalties. 

The proposed work adapts the lasso penalty (λ) as the 

Regularized tuning parameter as additive distance metrics in 

traditional K-Means clustering process. This parameter restricts 

smoothness and balance outliers for proper formation of 

clusters. The Euclidean distance metric that is used to group 

similar data items Xi (i=1…mxn) to cluster centers Cj  (j=1..k) 

in conventional K-Means is refined as in Eq.2. 
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 where denotes Euclidean distance and  

Rc -Regularized parameter is calculated as in Eq.3. 

    
mxn

) S *Max* (   =  Rc
�

                     (3) 

where  Max=max(  ) is the maximum 

distance from data items to cluster centers, λ is the regularized 

parameter that takes a constant value, S is the size of the 

corresponding cluster and mxn is the total number of data 

items. This Regularized K-Means (ReKM) clustering [19] 

minimizes the high variation among data items within each 

cluster and maximize the variation among centroids and yield 

segments with better compactness and separateness. The 

computational steps for Regularized clustering method are 

shown in Fig. 2. 

Regularized K-Means (ReKM) Clustering Algorithm  

Input : A BUS image of size m x n  

Output: Segmented BUS image 
1. Define the number of cluster k, and the regularization 

parameter λ. 
2. Initialize the cluster centroids ‘cj’ using ACO 

algorithm where j=1..K. 

Do…. 

    For each cluster …. 

� Assign each pixel value ‘xi’, i=1, 2…..m x n to 

the nearest clusters centroids ‘cj’  according to 

the Eq.2. 
� Calculate the new cluster centroid cj by 

computing an average of pixel values of the 

cluster to which it belongs to. 

   End For 

Until convergence is met…. 
Fig. 2.  Regularized K-Means (ReKM) Clustering Algorithm 

IV. POST-PROCESSING 

The clustered image is subjected to post-processing to 

extract ROI or to separate the foreground portion from 

background portion. Even though the clustered image gives 

contour of lesion portion, the morphological operations such as 

dilation, erosion, opening and closing are required to extract 

the tumor portion of BUS image more precisely with clear 

boundary. The post processed image is then compared with 

ground truth image.   

Let F(x, y) is a grey-scale 2D image and B is the structuring 

element SE, Table I depicts the morphological operations for 

an image [17]. 

 

 

TABLE I. 

VARIOUS MORPHOLOGICAL OPERATIONS 

Morphological 

operations 

Formula 

Dilation  t)} B(s, + t)-y s,-max{F(x=B F��  

where, B(s, t) is the SE.  
Erosion  t)} B(s, - t)y s,min{F(x=B F �  

Opening 

 and closing  B) B (F  B F
B) B (F  B F
�����
����

 

V. EXPERIMENTAL ANALYSIS AND RESULTS 

For this experiment, 4 BUS images of both benign and 

malignant category are collected along with ground truth 

images from radiologist. The BUS images are contaminated by 

simulated speckle noise (0.2 noise level) and subjected to M
2
 

filtering technique [12] with 3x3 kernel size for speckle 

suppression. Then the preprocessed BUS images are inputted to 

clustering process using K-Means and Regularized K-Means 

methods. In proposed clustering process, the regularized 

parameter λ values ranging from 0.001 to 0.010 are chosen to 

identify the best fit λ value. The morphological operations are 

finally applied to the segmented image to convert it into 

binarized image to extract the lesion portion that is required for 

further processing. In order to validate the segmentation 

process, the computer generated lesion portion is compared 

with professionally delineated lesion. The four cluster 

validation quality metrics used to evaluate the results are 

Probabilistic Rand index (PRI), Variation of Information 

(VOI), Global Consistency Error (GCE) and Boundary 

Displacement Error (BDE).  

The Rand index measures the similarity between two data 

clusters and PRI is a measure that combines the desirable 

statistical properties of Rand index with the ability to 

accommodate the cluster refinements appropriately [10]. PRI 

counts the fraction of pairs of pixels whose labeling are 

consistent between the computed segmentation and the ground 

truth image. The resultant value ranges between 0-1 and the 

segments are said to be as identical, if it is 1. The VoI metric 

defines the distance between two segments as average 

conditional entropy of the segment given the other. It measures 

the amount of randomness in each segment [10]. GCE is a 

region-based segmentation consistency which measures the 

quantity of consistency between image segments of differing 

granularities. If one segment is a proper subset of the other, 

then the pixel lies in an area of refinement, and the error should 

be zero where as if there is no subset relationship, then the two 

regions overlap in an inconsistent manner [10]. The Boundary 

Displacement Error (BDE) measures the average displacement 

error of one boundary pixels and the closest boundary pixels in 

the other segment [10]. The clustering method that yields 

higher PRI and lower VOI, GCE and BDE values are 

considered to be the best clustering method. The mathematical 

formulae for the four external cluster validation metrics are 

given in Table II. 

2n

1i
j

)j(
i CX� 


�

2n

1i
j

)j(
i CX� 


�
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TABLE II. 

 CLUSTER VALIDATION MEASURES 

Cluster Validation Metrics 

PRI �� � )P1(*)C1(PC

2
N
1)SS(PR ijij

ji
j,i

ijk,test ij 

�

��
�

�
��
�

�
�

�

 
where  Cij denotes the event and pij denotes the 

probability of a pair of pixels i and j having the same 
label in the test image.  Sk is the set of segments 

VoI 

 

)Y,X(I2)Y(HH(X)=Y):VoI(X 

 

Where  

/n|Y=|PYN}, , . . . Yj, . . . Y2, {Y1,=Y jj  and I(X, 
Y) is mutual information between X and Y. H(X) and 

H(Y) is the entropy of  X and Y. 

GCE  

 

 

Where S1 and S2 are the two segmentation error 

measure and produce a real valued output in the range 

[0::1] where zero signifies no error. 

 

A sample Preprocessed BUS image that is subjected to 

Regularized K-Means segmentation with various lasso (λ) 
values is depicted in Fig. 3. 

 

Preprocessed Image λ=0.005 λ=0.006 

λ=0.007 λ=0.008 λ=0.009 

Fig. 3.  BUS Image segmented by various Regularized parameter λ values. 

 
From Fig. 3, it is observed that the λ values from 0.005 

segments the image preciously and after 0.008 (λ) the image 

starts to segment improperly. The same process is repeated for 

various BUS images and identified that the regularized 

parameter values 0.006, 0.007 and 0.008 segments the ROI 

more preciously from the background tissue. For this work the 

regularization parameter (λ) value is fixed as 0.007. 

An original sample image that is delineated to produce 

Ground Truth image by the radiologist is shown in Fig. 4A and 

Fig. 4B respectively. The sample BUS image segmented by K-

Means (KM) and Regularized K-Means (ReKM) clustering 

method are shown in Fig. 4A-1 and Fig. 4A-2 respectively. The 

morphological operations of the respective segmented images 

are shown in Fig. 4B-1 and Fig. 4B-2 respectively.   

 

Original BUS image A B 

K-Means  

A-1 B-1 

Regularized 

K-Means 

with λ=0.007  

A-2 B-2 

Fig.4A and 4B Delineated Original BUS Image by the Radiologist and the 
Ground Truth Image, 4A-1 and 4A-2  Preprocessed BUS Image         

segmented by KM and ReKM Clustering ,  and 4B-1 and 4B-2    

Corresponding Morphological images 

 

From Fig. 4A-1 and Fig. 4B-1, it is observed that the 

traditional K-Means clustering results in improper 

segmentation of the image. The morphological operation 

applied to K-Means segmented image yields the ROI with 

inaccurate boundary which leads to misclassification of benign 

tumor from malignant one. It is observed from Fig. 4A-2 and 

Fig. 4B-2, the image segmented by the proposed method with 

0.007 λ value is more suitable to extract lesion portion 

appropriately. The proposed method reduces the outliers in the 

image and gives effective way for morphological operations to 

extract the appropriate ROI with clear boundary. 

The numerical values of PRI, VoI, GCE and BDE cluster 

validation metrics from different BUS images are shown in 

Table III. The average values for the corresponding measures 

are numerically shown in Table IV and pictorially shown in 

Fig. 5. 

TABLE III. 

CLUSTER VALIDATION MEASURES for KM and ReKM  

Im
ag

e

s 

PRI VoI GCE BDE 

KM  ReKM  KM  ReKM  KM  ReKM  KM  ReKM  

B1 0.921 0.957 0.468 0.395 0.095 0.061 0.068 0.048 

B2 0.914 0.978 0.329 0.262 0.052 0.032 0.061 0.041 

M1 0.820 0.943 0.627 0.501 0.093 0.062 0.084 0.054 

M2 0.955 0.980 0.403 0.299 0.077 0.058 0.080 0.050 

TABLE IV. 

AVERAGE CLUSTER VALIDATION MEASURES for KM and ReKM  

Metrics 
Average Cluster Validation 

PRI ↑ VoI ↓ GCE ↓ BDE ↓ 

KM 0.9026 0.4572 0.0796 0.0739 

ReKM  0.9650 0.3648 0.0537 0.0489 

�
�
�

�
�
�
� �
i i

)pi,1S.2S(E),pi,2S,1S(Emin
n
1=GCE

/n|X=|P XN},, . . .  Xi,. . .  X2,{X1,=X ii
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Fig. 5.  Average Cluster Validation for Clustering Methods 

 

The PRI refers to how exactly the human and computer 

segmented image is identical, VoI shows variation between 

segments, and GCE and BDE metrics refers to how the 

computer segmented image is under or over segmented with 

human delineated image. Hence the image is said to be more 

appropriately segmented, if it yields higher PRI value (closer to 

1) with low boundary displacement error value (closer to zero). 

It is observed from the Table III, that the Regularized K-Means 

method (ReKM) yields better PRI values with low error rate 

than the traditional clustering method for the four BUS images. 

From above all visual and numerical evaluation, it is found out 

that the proposed method yields 96% PRI with 4% boundary 

displacement error which proves to be the better segmentation 

method than the conventional K-Means clustering. 

VI. CONCLUSION  

Segmenting tumor portion in BUS image is a crucial step 

due to variation in tissue texture. Hence a good segmentation 

algorithm is to be designed to segment the lesion portion with 

proper boundary for characterizing the lesion. This work 

developed a variant of K-Means by combining ACO and 

Regularization parameter. It is proved that the proposed 

Regularized K-Means (ReKM) algorithm results in good 

segmentation with 96% PRI value and 4% boundary 

displacement error which is better than K-Means clustering. 

The proposed system is designed to be a part of CAD system to 

give support to detect the lesion portion for further diagnosis of 

breast cancer.  
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Knowledge Creation through Collaborative Learning with 
Reference to OODA Model 

 
D. Mercy Lydia,Assistant Professor, PG Department of Library and Information 
Science,Vellalar College for Women, (Autonomous), Erode-12 

Abstract: 

The key concept of learning is “knowing-the unknown”. Certainly knowing helps to gain 
knowledge which in turn may lead to Knowledge creation. We live in a situation that 
today’s knowledge will not solve tomorrows’ problems. This means that we need to update 
our knowledge on a regular basis. The same is the learning process. The learning process has 
undergone various dimensions since the advent of technology. In those days it was Teacher 
centered learning (Gurukula system of education). It slowly moved to learner centered and 
now it is technology centered. Whatever may be the system of learning, the ideal learning 
should lead to knowledge creation is what I have discussed in my paper through the process 
of Collaborative Learning Method by involving Teacher, Student and Librarian. 

Keywords:Collaborative Learning; Knowledge Creation; and Learning Environment  

Introduction 

One of the most important activities in an academic institution is student learning. Due to 
the advent of Information Communication and Technology, the role of teachers in the 
teaching, learning and research need to be modified from the age old methods in order to 
cater to the needs of the learners. Normally, the place where faculty and students come 
together for formal learning was in the classroom. However, Internet has changed the notion 
of place, time and space of information retrieval. New methods of teaching and learning, 
based on an improved understanding of cognition have emerged, as well. Nowadays most 
of the teaching process represents the philosophy of ‘pouring context into students’ heads’. 
An active collaborative learning design should be implemented with the participation of 
libraries along with teachers and learners. The concept of learner centered learning is what 
should be implemented instead of teacher centered learning. The ultimate aim of learning 
should not be just gaining knowledge but creating knowledge. 

Collaborative learning: 

Collaborative learning is one of the varieties of educational approaches involving joint effort 
by learners. The aim of this technique is to group students together to impact learning in a 
positive way. It can be between just two students or within a large group, and it can take a 
variety of forms. The purpose of implementing this technique is to maximize learning.  

It is essential to design collaborative learning to help the user community, no matter where 
they are in their academic ladder, and to strengthen their community which comprises of 
teachers, learners (students) and librarians. In this the role of librarian is to facilitate the 
process of teaching-learning in coordination with the teachers. The facilitator (Librarian) 
would ask new questions about teaching, will guide reading activities, discussion to learn 
about the complexities of the learning process, different learning styles and individual 
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differences. Let us discuss the need to design a vision for collaborative learning programme 
to maximize learning and to stimulate critical thinking in the individual which leads to 
knowledge creation.  

Definition  

The broadest definition of ‘collaborative learning’ is that it is a situation in which two or 
more people learn or attempt to learn something together. Each element of this definition 
can be interpreted in different ways: 

• “two or more” may be interpreted as a pair, a small group(3-5 subjects), a class(20-30 
subjects), a community (a few hundreds or thousands of people), a society(several 
thousands or millions of people)… and all intermediate levels. 

• “learn something” may be interpreted as “follow as course” , “study course 
material”, “perform learning activities such as problem solving”, “learn from lifelong 
work practice”,…. 

• “together” may be interpreted as different forms of interaction: face to face or 
computer-mediated, synchronous or not, frequent in time or not, whether it is a truly 
joint effort or whether the labour is divided in a systematic way.  

 These three elements of the definition define the space of what is encountered under 
the label ‘collaborative learning’, pairs learning through intensive synchronous joint 
problem solving during one or two hours, groups of students using electronic mail during a 
one-year course, communities of professionals developing a specific culture across 
generations,… I explore this space along three dimensions; the scale of the collaborative 
situation (group size and time span), what is referred to as ‘learning’ and what is referred to 
as ‘collaboration’.  

Scholars’ views: 

Collaborative learning is not a new concept says the history. In those days the concept of 
group learning was in practice. In the early 1900’s, John Dewey introduced active learning, a 
concept now familiar tomost librarians. At the same time, he discussed collaborative 
learning, suggesting that groupnegotiations and ideas generated by discussion and 
explanation were instrumental in discoveryand learning (Hung 2002). Since then, 
collaborative learning has been frequently studied and itseffectiveness verified (Will 1997).  

In the field of librarianship, studies have found thatundergraduates preferred collaborative 
learning over individual learning (Dabbour 1997) and thatwhen traditional bibliographic 
lectures were redesigned to include small-group, hands-oncomponents, they were seen as 
more positive and effective (Drueke 1992). Collaborativelearning has also been frequently 
studied in hands-on computer classrooms. 

Also the Dean of Libraries, Syracuseb University, Suzanne E. Thorin voiced an opinion at 
the 2009 EDUCAUSE conference in no uncertain terms: “Let’s face it: the library, as a place, 
is dead. And said that “We need to move on to a new concept of what the academic library 
is.” 

 

Collaborative learning environment: 
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The libraries are store house of knowledge, so knowledge creation also should take place in 
such an environment. Learning space is more important for Knowledge creation. As we 
know People, Content and Technology are the three interrelated concepts needed for 
knowledge organization, we need the combination of Teachers, Students and Librarian for 
collaborative learning environment. It is dynamic and ongoing learning process and the only 
constant here is change.  

In a Collaborative learning Environment students are clustered around tables, there can be 
three to five per group. The room should be alive with discussion and debate based on the 
concept they have learnt in their classroom. The lights should be bright and the librarian is 
busy among the groups; strategizing and brain storming. Students are active, their hands, 
heads and faces in motion. Within each group, all members must be on the same task. 
Students feel comfortable talking and asking questions of each other and the instructor. One 
thing I would like to highlight here is that, before the teacher send the students to the 
libraries, the librarian should be well informed of the purpose for which she/he is sending 
the groups. Only then the facilitator would be prepared well in advance with right resources 
to meet the requirements of the groups. 

Collaborative learning process: 

The following four core ideas are central to the process of collaborative learning: 

  (i) Responsibility of the learner: Each participant should share responsibility for the 
learning that takes place in thegroup which helps the development of group learning. 
Instead of relying on the traditional “expert centered” lecture formats, learners should 
towards learning goals. 

 (ii) Healthy interactions among learners: Learning takes place when there is a 
meaningful interaction among learners. This is necessary for theaccomplishment of the 
"work" within the courses or learning activities. 

  (iii)Reference to other related learning and life experiences: Experiences and 
activitiesbeyond the course or program would help flourish the learning activities. Referring 
the experiences of the experts related to their learning would extend the thinking beyond 
curriculum and decrease the sense of curricular and personal isolation.  

  (iv)Inclusive learning environment: The diversebackgrounds and experiences of 
learners are welcomed in such a way that they help inform the group’s collective learning. 
Whenever possible, activities should be soughtthat help participants reach out and connect 
with others from backgrounds differentfrom their own. 

The role of librarian as a facilitator in collaborative learning process: 

To achieve the vision, the facilitator should know the following about the groups: 

• Know the diverse backgrounds of their students and their implications for learning. 
• Identify curricular, teaching and assessment practices that promote learning for all. 
• Draw upon the diversity of their students to enhance and enrich the learning of all. 
• Recognize existing inequities, and promote an equitable, inclusive and 

respectfulclimate for learning. 
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He should also pay specific attention in the following areas:  

• Practitioner-participant interactions 
• Participant-participant interactions 
• Participant-content interactions  

Designing a collaborative learning environment using collaborative learning 

techniques: 

Collaborative learning is likely to go more smoothly if one builds an appropriate context for 
it in yourclass. In designing of the Collaborative Learning Environment we need to consider 
the following:  

I. Develop appropriate tasks: Structuring Collaborative Learning Tasks: 
a. What are the learning goals? (Knowledge,skills,abilities,habits of mind, qualities of 

character) 
b. Task prompts—questions that induce the kind of thinking one wants to take place 
c. What kind of interaction and discourse should take place? 

II. Orient Students: Orienting and Training Students to Participate: Many students do 
not know how to participate effectively in group learning situations. 

a. Do students know how to do the kind of thinking expected of them? 
b. Do students know how to interact in the ways expected of them? 

III. Forming Groups: The composition of groups can influence how they function. 
• Instructor assigns students to groups vs. students select group members vs. random 

assignment 
IV. Facilitating Student Collaboration 

• What can/should instructors do to facilitate student collaboration? 

- Clarify collaborative expectations and Monitor group work in class or online 

V. Introducing the activity 
• Explain activity and Clarify objectives 
• Outline the procedures and Give examples if needed 
• Remind groups of ground rules for group interaction and Set time limits 
• Provide the prompt, task or problem and Field questions before starting 

 
VI. Observing, monitoring, interacting 

  Grading/Evaluating Students in Collaborative Learning Situations 

 How can/should you grade students in collaborative learning situations? How can 
grading promote orimpede collaboration? 

 Whether to grade, what to grade and Group grade vs. Individual 
accountability 

 

OODA Loop Collaborative Learning Design 

Observe(variables such as events Develop appropriate tasks(Learning 
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information around him) Goals) 

Orient(analyses new information versus 
his own previous knowledge and 
connects them through synthesis) 

Orient Students by forming groups 
(make them think how to participate 
effectively in group learning situations by 
contributing something from his/her 
own knowledge. 

Decide(If the learner experiences 
something new from his orientation then, 
he would decide to demonstrate his new 
learning to his environment) 

Facilitating Student Collaboration(the 
facilitator plays an important role here by 
clarifying collaborative expectations and 
monitor the group up)  

Act(Depending on the level of 
understanding, he acts with the new 
knowledge constructed in his mind) 

Introducing the activity(Explain activity, 
Clarify objectives, Outline the 
procedures, Give examples if needed, 
Remind groups of ground rules for group 
interaction, Set time limits, Provide the 
prompt, task or problem) 

  

Benefits of Collaborative learning Process: 

There are nearly 44 Benefits of Collaborative learning process says the experts. A few 
benefits are listed below: 

 Develops higher level thinking, oral communication skills and social interaction 
skills 

 Creates a more positive attitude toward teachers, principals and other school 
personnel 

 Classroom anxiety is significantly reduced and it resembles real life social and 
employment situations  

 Promotes social and academic relationships well beyond the classroom and 
individual course 

 Students are taught how to criticize ideas, not people 
 Students explore alternate problem solutions in a safe environment 
 Creates environments where students can practice building leadership skills. 
 Stimulates critical thinking and helps students clarify ideas through discussion and 

debate 

Conclusion: 

Learning is a joy. Learning together gives more joy when it leads to intellectual 
development. Every learning should lead to knowledge is what is the expected outcome of 
learning. Though libraries and librarians have contributed much in transforming the lives of 
the individual, the more is expected especially in the era of knowledge. The father of Library 
science when introduced the concept of reference service, it has gained momentum and 
helped many across borders. The general opinion of the management is the tendency of 
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users towards the library is changed due to the advent of ICT and the investment on library 
materials when quantified is not satisfactory. In order to prove the active role of libraries, the 
librarians should make an effort to implement the collaborative learning process in every 
academic institution. This would really enhance the critical thinking and knowledge creation 
in future. 
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Ethics for academicians: need of an hour 
 

Stephen Thangaraj, AssistantProfessor  & Head,PG Department of Library and Information Science, 
VellalarCollegefor Women (Autonomous), Erode. 

Abstract: 

Education plays a very important role in moulding the character of an individual. It 
influences the society. Education awakens all of being a part of society and how they can 
contribute the world as society. The society expects more from the schools and higher 
education institutions, butwhathappens in reality? After privatization of education, it 
becomes commodity and the quality has come down. Educational theories and techniques 
are not followed in the class and are examination oriented and focussed on result /job 
oriented. Is this good for future generations? It’s a high time forus (academicians) to 
understand the need for ethics. 

Key words: Higher Education; Ethics; Productive Pedagogy. 

Introduction: 

  Ethics are the moral values which form the foundation for the civilized life style. 
Education is chasing and stressing the students to learn and do something in which they are 
not interested. The only motive is to run the race and they never bother about the capacity of 
the students. Naturally there is no space for ethics and principles. They are striking hard the 
foundation and trying tobuild a huge building over it. The true educationists are really 
afraid of the future of the students who complete the schooling without the soft skills, life 
skills, and even good communication and language skills. It is a fact that the present 
generation of students lack the skills which their contemporaries possess in the name of 
scoring high marks as the only motive. Nowadays, it’s a common scene that they are 
attending special training programmes for soft skills. Are we pointing out the students for 
the lack of soft skills or is the society spoiled or the parents and educators least bothered 
about this. This leads to frustration even when they come across small problem. They cannot 
accept the failure or negative results. They are totally blocked to think about the alternative 
way to solve their problem. 

Theorticalbackground:(productive pedagogy): 

Productive pedagogies are effective pedagogies incorporating an array of teaching 

strategies that support classroom environment and recognition of difference and are 

implemented across all key learning and subject areas.Effective pedagogical practice 

promotes the well being of students, teachers and school community- it improves students’ 

and teachers’ confidence and contributes to their sense of purpose of being at school; it builds 

community confidence in the quality of learning have changed. Everywhere there is an 

increasedexcitement about learning. 
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Maximum learning: 

Productivepedagogy  utilise creative teaching and higher critical thinking in order to 

facilitate maximum learning possibilities such as class project where learners apply new 

concept for important task for skill development. In addition, maximum teaching design 

effective interdisciplinary activities for students in which stronger students are motivated to 

use their intelligence, to assist weaker students. Maximum teaching uses varied teaching 

strategies so that all learners can be successful. 

Higher critical thinking: 

Critical thinking is associated with creative thinking, problem solving, decision 

making, diagnostic reasoning and reflective thinking. It requires higher order of thinking 

that results, beliefs and behaviour of contextualization. Criticalthinking ----- to the left brain 

characteristics of logics analytical skills, objectivity, rationality and an interest in fact and 

details. 

Creativity: 

Creativity is associated with right brain characteristics as induction, subjectivity, emotions 
and an interest in the big picture. Creative teaching utilises “teaching strategies to 
provideopportunities for learners inall educational learners to expand their literacy skill”. 
Creative teaching method is interactive reflection. In collaborative learning  students learn to 
develop ideas, explore their inner feelings, research, analyse and learn how to work together 
on major projects. 

Context of indian teachers and learners: 

Educationalchanges have a tendency to support the interest of those who are in 

majority in any given community.  

Indian children mostly depend on memorizing the concepts; because from childhood 

they are trained to memorize slogan and mantras which they chant when worshipping their 

deity.Indian classroom have been viewed as teacher centred. The students in this classroom 

are highly successful in student achievement (large classrooms, whole class teaching, 

examination driven curriculum, content rather than processoriented, emphasis on 

memorization etc.). The pupil in deciding which learning style to utilize depends upon the 

teachers and how he or she presented the idea. If the ideas are presented with afact, students 

were lead to unreservedly to employ learning strategies that led to memorization. 

Education trend in tamilnadu: a present scenario 

Mushroom growth of schools and colleges: after 1980 i.e., after the privatisation of 
education, schools have been established all over Tamilnadu. The schools targeted the 
parents by their infrastructure, transport facilities and other amenities. The institution 
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fixesthe fees and allotted the workload to the students according to the standards and 
capacities.  After 2000, there is a change in the parents’ mind their expectation is on 
infrastructure, homework, spoken languages and results (scoring high marks) are given 
importance. The parents don’t mind to pay high amount of fee for the ward. So the 
educational institutions try to fulfil the expectation of the parents. It leads to result oriented 
than quality. There is a pressure on students even at the young age of 2 ½ . The teachers try 
to put in as many ideas as possible without the understanding level of the little mind. The 
result oriented practise cut off all the extracurricular activities and they become just gulpers. 

The technology influences the student and parents to a considerable extent. Technologies 
enable learning system i.e. the smart class learning is a new trend. The technology enabled 
learning should satisfy the following five components: 

i. Audience analysis 

ii. Course structure 

iii. Page design 

iv. Content engagement 

v. Usability 

The most important factor is the technology is not supposed to overcome course objective. 

But in practice, the vendors (educational suppliers) sell a package of videos and that 

is only viewed by the students. It covers only a part of the portions. The school authorities 

don’t have any criteria to evaluate the course products by the vendors. Maybe kindergarten 

and primary students may get benefit out of it. Others are watching videos but not learning 

subject. 

There are no such criteria to measure learning skill in schools. But we have many 

instructions to the teachers to adopt teaching techniques. Lessons are imparted on students 

and there is no time to spend in libraries. The school libraries have almost become a place 

for dumping old stocks of books and newspapers. 

In case of higher education (colleges) there is placement oriented education. The 

parents expect their wards to go to job, to earn money as early as possible. Students also 

prefer professional colleges than arts and science institutions. We failed to create awareness 

on research. There is a disappointing statistics on research outputs in India. Which is not 

healthy for the new generation? 

 Lord Macaulay had criticised almost all Indian educationist for their educational 

policy and remarked that it well suits for producing clerks and junior assistants through his 

system. But the same is followed now. We are supplying our graduates to the multi-national 

companies as bonded labours. The government which is opening plenty of institutions also 

open doors for employment in the name of industrial institutional relations. All 

ITcompanies visit colleges, recruit people for their jobs. It seems to be good but, we fail to 
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produce C.V. Raman’s in physics, Bose in botany and Ramanujams’ in mathematics. 

Students are not encouraged to do research. One expect all the remedies for our problems 

from the western countries in the future. We have lost our logical and critical thinking 

capacity. We are more focussed on earning money not contributing to the society.  

The government is satisfied on documentation of activities of schools than the 

quality education. The present condition of education allows a student learning without 

libraries. There are no libraries in schools, if there is a library, there are no trained librarians. 

If there is a librarian, they are not allowed to work as librarians. The students are not taught 

reading skills. So the utility of the college libraries is a big question mark. Self learning is no 

more in the curriculum of tamilnadu. So the future libraries are in cross-roads. 

Discussions: 

In the approachof learning by productive pedagogy, memorisation is the surface level 
approach. The last stage is comprehension. The memorisation helps the student to get some 
knowledge about the subject. The teaching methodologies and theories studied by the 
teachers during the training period are not practised in the classroom. The parents are very 
eager to make their children as professionals through scoring high marks. There is a shift 
between the minds of first generation learners (1950s-1970) and the present generation’s 
parents. The society has shifted from value-based to materialistic. Educational institutions 
are also compromising their ethics to survive in this situation. Ultimately, the nation is in 
danger. We are not producing good citizens to contribute the best to the society. We don’t 
know whom tobe blamed? Whether education transforms society or the society transforms 
education? 

Conclusion: 

Education is to make awareness on the society and to save our culture, traditions and 

resources. The research and development will help the nation to be built more stronger. Will 

there be a revival in the Indian educational system? We the academicians should ask the 

question to our conscious and try to overcome all the barriers and international conspiracy 

to save the country as well as the younger generation for which we need ethics. 
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