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Explanatory Note for the Evidences 

The evidences related to the Books and Chapters in edited volumes published by the faculty of 

Department of Tamil run from page no: 2 to 108. The titles are given in near equivalent English 

terms. 

S.No Title of the book / Chapter published 

1 Scientific properties in classical literature 

2 Classical Literatures Scientific Properties 

3 Vazhakkai Sithiram 

4 Poets in the view of U.V. Saminatha Iyer 

5 Human birth in  Na.Subbhurediyar 

6 Patterns and hospitality  in the works Pirabanjanin Padaipukalil  

7 Diet and hospitality in Kurunthokai 

8 Biological problems of contemporary Sangakaala womens  

9 Diets of Sangakala Tamils showing Purananooru  

10 Biological elements in the Ullum Puramum  novel  of the 

Vannanilavanin  

11  Kurinji Nila Unavu in Pathupattu  

12 Diet and hospitality in Sangam literature 

13 Diet and hospitality in Perumpāṇāṟṟuppaṭaiyil  

14 Diet and hospitality in Pudhu Kavithai 

15 Flowers and medicinal properties in Natrinai 

16 Personality traits of Sangam women 

17 Vannanilavan 

18 Biology in the stories of So. Dharman  

19 Thirumanthira Addanga yogathil praanayamam 

20 Rituals and beliefs of transgender people 

21 Panatrupadail unavu muraikalum viruthobalum 

22 Diet and hospitality in Sangam literature 

23 Biological Thoughts in Pudhukavithaigalil  

24 The virtues and medicinal properties of flowers in Tamil literature 
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VERGAL (ROOTS) 
 

„VERGAL‟ (ROOTS), is an Educational Trust to 
serve the needy and deserving in the cause of educating. It 
has been working and achieving positive impacts in rural 
areas in and around Madurai for the past eight years. So far, 
it has trained above 3000 students through educational 
activities. Students those who have interest in science have 
developed as “Junior Scientists” and students those who 
have interest in Arts have developed as “Little Stars”. At 
same time various training courses were organized for 
teaching professionals and the public to empower them in 
their relevant activities. Further, VERGAL is working 
together with various organizations having same wave 
length to serve better on National and International 
Conferences. And Publication division of VERGAL has 
published around 50 Books in different disciplines. On this 
basis, now we are happy to publish an International Journal 
of multidisciplinary researches.  
 

Research should be at the core and must be 
instrumental in generating a major interface with the 
academic world. It must provide a new theoretical frame 
work that enable reassessment and refinement of current 
practices and thinking. This may result in a fundamental 
discovery and an extension of the knowledge acquired. 
Research is meant to establish or confirm facts, reaffirm the 
results of previous works, solve new or existing problems, 
support theorems; or develop new theorems. It empowers 
the faculty and students for an in-depth approach in 
research. It has the potential to enhance the consultancy 
capabilities of the researcher. In short, conceptually and 
thematically an active attempt to provide these types of 
common platforms on educational reformations through 
research has become the main objective of this Journal.   
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Editorial  

 

Contemporary literature has emerged as the most interesting and fertile area of 

study. It is one of the most critically debated terms in current scenario. In recent years 

contemporary literature has registered a remarkable growth. It has emerged as a vibrant 

area of research and mainstream literature in the present century. Contemporary era 

witnessed a tremendous growth due to globalization in all fields and on the other hand 

social evils have got multiplied as the society encounters many problems. The main 

objective of the conference is to provide a platform for academicians to trace the different 

societies by analyzing its literature. 

It is our immense pleasure to present this book and the articles presented here 

prove that ‘Social Perspectives in Contemporary English Literature’ is multi-faceted and 

multi-located, analyzing social issues it explores. It examines the social issue from a 

contemporary perspective, assessing the significance in current society. They also show the 

depth of various social issues that has recently received considerable attention from the 

contemporary perspectives. 

At this juncture, we express the deep sense of gratitude to the Management, the 

Principal, and other faculty members who have been a source of inspiration in our 

academic pursuits. We take this opportunity to thank the entire faculty and students of our 

institution and other institutions who have contributed their papers. Our erstwhile 

colleagues of the department deserve our thanks for their constant support and 

encouragement. Without them, this great task would not have been possible. We are 

indebted to our students of the Department of English for their co-operation and support 

at each level of this venture.  
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Abstract 

Wright introduced a new voice of protest against human slavery, pretensions, hypocrisy, discrimination, perversion and 
disintegration of the contemporary life. His entire work represents a quest for freedom and meaning of life, not only for the „blacks‟ and 
the oppressed but also for whole humanity. It is true that he and his literary output have been the subject of debate and denunciation, 
contradiction, and controversy, but the fact remains that he is a significant American novelist abiding human concerns and appeal. 
“The artist is a revolutionary figure”, says Richard Wright. Fabre says that neither technical innovation nor originality of political and 
social thought accounts for Wright‟s importance. It is the mark of Wright‟s originality – in his understanding of the exceptional 
significance of „blacks‟ in twentieth century history. African Americans, and later Wright would say all colonized people represent 
mankind arriving in the industrial world. A quest for liberation from racial strife in Mississippi broadened for Wright into a question for 
liberation of the Third World and then into struggle against all oppression. As writer and intellectual militant in the cause of what he saw 
as the representative experience of our times, says Fabre, citing Ralph Waldo Emerson, Wright became himself a representative man. 

 

 

 
A novel is basically an art of imitation and it 

depends on the individual novelist how successfully he 

carries out his task of imitating the society of which he 

himself is a part. Like any other artist the novelist is a 

maker, as he is essentially making an imitation of life and 

creating a fictional world removed to some extent from the 

real world. He is making, it might be said, a working model 

of life as he sees and feels it; his conclusions about it being 

expressed in the characters he invents, the situations in 

which he places them and in the very words he selects 

accordingly for those purposes. The novelist recreates the 

world of reality in his work and that is what Henry James in 

his The Art of Fiction points out: ―The novelist must write 

from his experience and characters must be real and such 

as might be met within actual life‖(14). Therefore the stress 

is given on the fact that the imitation must be as perfect and 

as real as possible and that is the vital task to be fulfilled by 

the novelist.  

African American literature is the literature of an 

oppressed people;it may sometime be, of necessity, of 

Anglo - Saxon or Anglo - American in form but never 

constant in tone, or in philosophy; at its best, it reflects the 

ultimate of the ‗black‘ experience  or the life of the ‗black‘ 

people in America: a people oppressed, but people who 

refuse to be oppressed; a people who refuse to be 

dehumanized or made into machines; a people who refuse 

to give up their ancient inheritance of secular play, warmth 

and gaiety of love and joy, or a continual awareness of the  

 

deepest spiritual meanings for freedom, peace and human 

dignity. The African tradition in AfricanAmerican literature is 

a literary creation that embodies many different ways in 

which the AfricanAmerican writers explore what Africa is, 

what it means to him or her, and what it means to the 

world. This tradition appears in varied forms in poetry and 

prose and is reinforced from generation to generation. In 

the eighteenth and nineteenth centuries, Africa was viewed 

in African American literature and songs as a lost 

homeland, an image vividly remembered.  In the twentieth 

century, however, Africa is regained.  Thus when examined 

chronologically, the African tradition in AfricanAmerican 

literature seems to have begun as a fading memory of a 

lost native land, progressed to intense fascination, and 

culminated into a cultural reunion.While African American 

literature is well accepted in the United States, there are 

numerous views on its significance, traditions, and theories. 

To the genre's supporters, African American literature 

arose out of the experience of ‗Blacks‘ in the United States, 

especially with regard to historic racism and discrimination, 

and is an attempt to refute the dominant culture's literature 

and power. 

Like many other Black Americans who concluded 

that America was beyond redemption with respect to racial 

justice, Richard Wright chose exile in the 1950s. Living in 

France allowed him to interact not only with French 

intellectuals, but also with other intellectual warriors of the 

African Diaspora. In this way, Wright‘s stature as an 
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international creative intellectual was established. While his 

earlier novels spoke on behalf of poor and racially exploited 

African Americans, Wright broadened the scope of his 

concern to include African and Asian elites in his non-

fictional writings. Employing some of the same themes, 

especially the expression ―in it but not of it‖ to describe the 

position of ‗Blacks‘ in the capitalist and anti-‗Black‘ world, 

Wright sought to understand the crisis of Third World elites 

as the victims of modern Western civilization. Maintaining 

and yet going beyond some of the themes addressed in 

The Outsider, Black Power (1954) and White Man, Listen! 

(1957) can be viewed as Wright‘s intellectual discovery and 

critical examination of the Third World. 

The Outsider suggests that Wright was moving in 

a new direction, the leading character was moving in a new 

direction, for, although the novel was not primarily 

concerned with race problems, as earlier books had been. 

On the contrary Wright deliberately posed the situation of 

the American Negro as an example of the contemporary 

predicament, just as Ralph Ellison had done in Invisible 

Man. One of the characters says:  

 Negroes, as they enter our culture, are going to 

inherit the problems we have, but with a difference. They 

are outsiders and they are going to know that they have 

these problems. They are going to be self-conscious: they 

are going to be gifted with a double vision, for, being 

Negroes, they are going to be both inside and outside of 

our culture at the same time. (TOS 129) 

As an alienated Westernized African American 

who was living in France, Wright saw himself linked to the 

ideological expatriates of the Third World. In the West but 

not of the West, Wright does not feel intellectually or 

emotionally damaged by the West. His life experiences as 

an outsider have shaped his alienated consciousness.  

He is a cultural nomad, a homeless man, feeling a certain 

indifference to Western civilization because Wright holds 

the view that human existence possesses little meaning. In 

the introduction to White Man, Listen!, Wright asserts: 

I‘m a rootless man, but I‘m neither 

psychologically distraught nor in any wise particularly 

perturbed because of it. Personally, I do not hanker after, 

and seem not to need, as many emotional attachments, 

sustaining roots, or idealistic allegiances as most people.  

I declare unabashedly that I like and even cherish the state 

of abandonment, of aloneness; it does not bother me; 

indeed, to me it seems the natural, inevitable condition of 

man, and I welcome it. I can make myself at home almost 

anywhere on this earth and can, if I‘ve a mind to and when 

I‘m attracted to a landscape or a mood of life, easily sink 

myself into the most alien and widely differing 

environments. I must confess that this is no personal 

achievement of mine; this attribute was never striven 

for….I‘ve been shaped to this mental stance by the kind of 

experiences that I have fallen heir to. (WML xxiii-xxiv) 

Though Wright has chosen to live as an 

expatriate in Paris, and though his uprooted life 

experiences may be unsettling and contentious, Wright is 

not silenced by these conditions. Drawing on his critical, 

intellectual, and literary skills, he is able to investigate the 

underside of modern Western colonialism, finding in the 

allegory of exile the discursive field on which to articulate 

an anti-colonial politics. Throughout the age of Western 

colonialism, a rigid division existed between the European 

colonizers and their African and Asian colonized peoples. It 

was a division which, although millions of transactions were 

permitted across it, was given a cultural correlative of 

extraordinary proportions, Since, in essence, it maintained 

a strict social and cultural hierarchy between whites and 

non-whites, between members of the dominant and 

members of the subject peoples. It was this asymmetry in 

power that Fanon was later to characterize as the 

Manichaeismof colonial rule in his classic work,  

The Wretched of the Earth (1963). As an expatriate from 

white supremacist America, Wright identifies with the 

ideological condition of the Third World‘s colonized tragic 

elites. This is so because Wright, too, exists, in some 

significant respects, outside the limits of Western culture. 

He is a Western man, but white supremacy prevents him 

from living fully as a free man. Therefore, he and the 

Westernized and tragic Third World elites are in Western 

civilization, but they are not of it. 

As one who saw himself as a ‗black‘ man of 

modern Western civilization, Richard Wright also knew that 

racism had not allowed him, or other ‗black‘'people, actually 

to enjoy the full meaning of modern Western culture.  

By using the phrase, ―in it but not of it,‖ Wright captured his 

own sense of homelessness and rootlessness to 

characterize his existence as a modern Westernized ‗black‘ 

man. He also employed this ‗outsider consciousness‘ as a 

lens with which to analyze the existential condition of all 

Third World elites who were caught in the cauldron of 

Western civilization‘s white supremacy. This experience of 

being simultaneously inside and outside of American 

culture produced Wright‘s third force or view of the world. 

He had been a member of the American Communist Party, 

but he had resigned, even as he maintained a Marxian 

analysis of modern society. He came to see that 

Communists, like segregationists, were petty power 

https://www.google.co.in/search?client=firefox-a&hs=Kdc&rls=org.mozilla:en-US:official&channel=sb&biw=1366&bih=667&q=later+to+characterize+as+the+Manichaeism+of+colonial+rule&spell=1&sa=X&ei=TvV1U7K4Noe-uAScq4CYDg&ved=0CCQQvwUoAA
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wielders, interested in manipulating the people for their own 

interests. He spelled out this indictment in his novel of 

ideas, The Outsider. 

Wright left America, believing that white 

supremacy rendered the nation beyond redemption. While 

exiled in France, Wright gained an interest in Africa. Going 

to pre-independent Ghana as a Westernized ‗black‘ man, 

Wright had an ambivalent adventure. Once again, he found 

himself both inside and outside of traditional African 

civilization. Unswervingly in favour of a modern, secular 

Africa, Wright severely criticized traditional African 

religions, belief systems, and leadership. He saw them as 

barriers to modernization and industrialization, which would 

be major weapons against white supremacy and 

exploitation in Africa. In the final analysis, Wright could not 

identify with Africa based upon a common racial heritage as 

a ‗black‘ man, but he did identify with Africa based upon a 

cultural history of common suffering and exploitation by the 

West. This again was Wright‘s third way of viewing social 

reality. 

Perhaps Richard Wright‘s novel of ideas, The 

Outsider (1953), is his most sustained and compelling 

inquiry into the question of the possibility and quality of 

‗black‘ freedom in an ‗anti-Black‘ American world. Wright 

also is concerned with the issue of power and the 

knowledge that buttresses its performance. Ultimately, he 

constructs the image of a self-possessed ‗black‘ man, who 

is fearless, knowledgeable, and courageous. Untamed by 

the culture of modern society, he is an intellectually 

authoritative existential-nihilist - a rebel-criminal who 

creates and tries to live by his own social rules (Hayes 

173). Significantly, to counteract prevailing literary notions 

of the ‗Black‘ man as ignorant and submissive, Wright was 

engaged in creating a new conception of the ‗Black‘ man. 

Finally, The Outsider represents Wright‘s disillusionment 

with the Communist Party and with the possibility of racial 

justice in America. 

The Outsider is the story of Cross Damon, a 

disillusioned ‗Black‘ man in Chicago, who takes the 

opportunity of a train crash that he is involved in to change 

his identity and disappear in the attempt to refashion his 

life. In New York, under several assumed identities, he 

encounters both Communists and a segregationist. 

Knowing and seeing the world from the standpoint of a new 

freedom derived from his outsider consciousness - a 

double vision that accompanies his will to break all of the 

rules of modern civil society - Damon develops the cynical 

view about human life and the will to power. Damon‘s 

knowledgeable double vision puts him in possession of the 

double lies of the Communist Party nihilists‘ will to power. 

Employing a critical Marxian analysis of capitalist 

industrialization, Damon mocks the Communists‘ quest for 

power, suggesting that they are similar to Western 

imperialists. Intellectually powerful, he sees through and 

challenges the ideological duplicity of his Communist Party 

adversaries. 

Wright was an outsider all his life. As a boy 

growing up in Mississippi, he felt himself outside the pale of 

a loving, understanding, and protecting family. He felt 

himself outside the accepted world of the privileged, the 

educated, the dominant white culture, the bourgeois class. 

He had lived in dire poverty among bigots, fanatics, and 

insensitive people who believed in the primacy of skin 

color, in money and privilege, and despised all those who 

were different, or who thought differently.Wright appears to 

have concluded that the problems of racial justice and 

brotherhood are a part of the larger problems of human 

relations and that the most successful methods of attack 

are those directed on the wider front. Contrary to the 

existentialists, Wright argues that science and industrialism 

are neutral in value and, therefore, might be transformed 

into morally good forces. To this he adds that some 

unknown ethical and social idealism might be found to 

provide a form of discipline for living in a mass society. 

And, finally, as such optimistic idealism would suggest, 

naked man is ultimately benevolent and retains a primal 

innocence which could overcome all guilt and existential 

dread. 
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Abstract: Every beginning should initiate with some sweetness in it as per our culture. Let me begin my research paper with a 

notable personality who won the Noble Prize in Literature in 2007. In the maze of women‟s writings Dorris Lessing is the 

personality who speaks out the universal language of women‟s emancipation. The history of „female literature‟ would have had a 

much wider scope today, if it was not for woman„s supposedly inferior position that did not allow her to develop any artistic  

qualities. However, female writers in the eighteenth and nineteenth century found a way to insert a critique in their stories which 

provides an implicit way to express their disapproval. The Golden Note Book can be considered as an attempt to expose the 

emotion of a woman who chooses to be “free”.The Golden Note book was published in 1962, at the time when second wave 

feminism began to emerge and one year before Betty Friedan‟s path-breaking novel “The feminine mystique (1963)”.The novel 

received the feminism bible of the women‟s liberation movement. Doris Lessing can be designated as a pioneer in discerning social 

trends, anticipating rather than merely confirming them. The Golden notebook is highly intellectual, politically involved “free 

women” preceded the women‟s liberation movement.In The Golden notebook, the key issue which we mainly dealt with is human 

relations, especially relationships between men and women as a key image of modern humanity, through which women are 

liberated in literature and as well as in society. 

Keywords – Liberation, Feminism, Female Tradition and Representation. 

LIBERATING LITERATURE IN THE GOLDEN NOTEBOOK 

 The narrative strategies of twentieth-century writing by women are the expression of two systemic elements of female 

identity: a psychosexual script and a sociocultural situation, both structured by two major traits, situated in the gendering process 

and in the hegemonic process. This signifies that a female character in twentieth-century novels is situated in an environment 

where she both has to deal with gender prejudice in her personal life and in society as a whole. (BlauDuplessis, 1985) which can be 

viewed as a theme in The Golden Notebook.The very structure of the novel makes the theme reach; it reflects not only the 

fragmentation of Anna‟s inner world, but also the chaotic society she lives in. Doris Lessing, employed woman as the first person 

narrator of the novel. She has certainly served as spokeswoman for women‟s rights in her life and work. After women receive the 

license, tremendous phenomenon directly illustrate a series of problems in women‟s political life. Compared to traditional women, 

the „Free Women‟ of The Golden Notebook enjoys free professional life, but they don‟t get deserved happiness although they 

walked out bravely from the kitchen. The relationship between women and children is also a big issue in the crusade of feminism. 

Feminism has successfully provided the equality of parental rights to women. But the right couldn‟t produce harmonious 

relationship in the lack of „fathers‟ protection‟ between women and children. Lessing‟s novel tells us that males are not the enemies 

of women but they are their collaborators. 

 Women‟s writing, particularly in The Golden Notebook is about the fact that women are assessed from a completely 

different point of view if we compare it to men. It seems that female authors of the present era are still pushed on a marginal 

position or overlooked passively. Women‟s writing has always been inscribed with definition to men. Subsequently, if a woman 

writer didn‟t get a place in the dominant society, it means her work is being described as inferior, inadequate or negatively 

connoted as „feminine.‟ Social conventions are mirrored in its ideology and plot structure of a certain society.Doris Lessing was 

crowned as icon of the feminists by Women‟s Liberation Movement. The present novel epitomizes “Second Wave Feminism.” The 

protagonists of the novel are “Free Women” who had embodied the modernity of late fifties. They are divorced, they make lovers 

and have a career, they want an independent life and obtain the same liberty as men enjoys. This personal story is encompassed by 

their political engagement as communist. As communism in the end failed to engender social change, the upcoming women rights 

movement did succeed in altering society profoundly, by conflating the personal and the political. In brief, the personal is 

connected to the political. 

 In the present novel the reader meets with Anna and Molly; two articulate women with a shared political (communist) 

interest. Both dealing with problems related to their love, life as well as motherhood. Anna has written a successful novel Frontiers 

of War, for which she still receives royalties and therefore she is free for volunteer service in parties. Molly, another character, is a 

minor actor of the theater. Both are divorced and entrusted with the care of a child. Janet and Tommy, after a year of separation, 

caught up with each other, and soon it becomes clear that Tommy is a worrisome teenager, and Anna is dealing with a writer‟s 

block. Anna Wulf Freeman, before her marriage experiences a mental breakdown, thinking as if the world around her is falling 

apart. She experiences her own reaction as normal, against the chaos and horror surrounding her. Anna tries to take control over her 

life. She resolves her writers block by writing in four different notebooks “and not one because, as she recognizes, she has to 

separate things off from each other, out of fear of chaos, of formlessness and of breakdown.” (Doris Lessing: Essays, Reviews, 

Interviews, 3) She has a red notebook concerned with her communist politics; a black notebook to record her life in Africa in 

1940s, a blue one as diary and finally a yellow notebook in which she creates her fictional alter-ego. Paul has an alter-ego for Ella 

and Julia has an alter-ego for Molly. 

 Each and every notebook is written in the first person narrative and covers the years from 1950 to 1957. The present novel 

is the fifth notebook which is called The Golden Notebook. The present novel is about the events which have taken place in the 

same year. In the notebook, out of five sections, there is a section entitled “Free Women.” The Golden Notebook is a synthesis of 

her blue diary and a final “Free Women” section. In the present novel, Anna‟s split is symbolized in four notebooks, and her split is 

actually conflated in The Golden Notebook section. Anna transfers her split to her lover Saul Green, but he is even more 
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fragmented within himself than Anna is. “They are crazy, lunatic, mad etc. They break down into each other, into other people, 

break through false patterns they have made of their pasts, the patterns and formulas they have made to shore up themselves and 

each other, dissolve” (4). At the end of their affair Saul Green gives Anna the theme of her next book, which begins with “the two 

women were alone in the London flat,” exactly same as it was in the beginning of the real novel The Golden Notebook. Anna gives 

Saul her Golden Notebook and at last which is the theme of her next book. The first sentence of the novel is written in it as: “on a  

dry hillside in Algeria a soldier watched the moonlight glinting on his rifle.” “Pressures, inner and outer, end the notebooks; a 

heavy black line is drawn across the page of one after another. But now that they are finished, from their fragments, can come 

something new, The Golden Notebook.” (Preface of The Golden Notebook, vii) Almost at the end of The Golden Notebook 

section, Anna looks back at her life in the form of film sequences, the film which runs on by a project director. She names each 

section of her life as; “the Mashopi film,” “the film about Paul and Ella,” and “the film about Michael and Anna” etc. It is here 

where Anna is finally able to confront herself with the chaos her life has confronted. “Time had gone, and my memory did not 

exist, and I was unable to distinguish between what I had invented was all false. It was whirl, an order less dance, like butterflies in 

a shimmer of heat, over the damp sandy beach.” (151) 

 The book in its beginning resembles the “Free Women” section, but later on it is reduced to mere incomplete fragments. 

When Anna starts her yellow diary about Ella, she contemplates: “I see Ella, walking slowly about a big empty room, thinking, and 

waiting. I, Anna, see Ella. Who is of course, Anna? But that is the point, for she is not. The moment I, Anna, write: Ella rings up 

Julia to announce, etc., and then Ella floats away from me and becomes someone else. I don‟t understand what happens at the 

moment Ella separates herself from me and becomes Ella. It is clearly the moment when Anna starts to fall apart; Lessing stops her 

right before the point of suicide.” (179) Instead of a coherent narrative on Ella, the last entry of the Yellow Notebook comprises 

nineteen fragments of possible stories. Each story is entitled “a short story” or “a short novel” and dates or carefully noted down or 

omitted. Then Anna‟s diary follows Blue Notebook, where amongst other things her love affair with Saul Green is described. This 

affair seems to contain the semen of the nineteen stories that preceded it. It is not clear why Lessing has put the ideas of the story 

first, and then she experiences, why these stories have come out. But it might be a last indication of how Anna‟s mind has got 

fragmented. Through the character of Anna, Lessing questions the appropriateness of realist forms to represent the fragmented 

nature of modern reality, and the crises of belief with which intellectuals on the New Left had to grapple. In abandoning 

conventional narrative, The Golden Notebook also explores the relationship between language and ideology and the possibility of 

the new revolutionary literary form. The Golden Notebook is a highly self-conscious and experimental work, as Doris Lessing 

herself has claimed: “The Golden Notebook was a carefully constructed book. And the way it‟s constructed says what the book is 

about...” Yet after the book was published 1962, “… very few people have understood” (Doris Lessing: Essays, Reviews, 

Interviews, 79). The book was mainly praised for Lessing‟s perspective representation of women‟s consciousness subsequently; the 

book was almost exclusively defined as a work that has left its mark upon the ideas and feelings of a whole generation of young 

women. 

 Since the last two centuries, women writer and their writings have gone through some substantial changes. Although 

burning with a creative energy like some of her other male contemporaries of the nineteenth century, she has confined herself to the 

sidelines of a patriarchal society. Where she was valued only on account of her marital and domestic obligation; she was not 

entitled to many rights. May be she has written a manuscript under a male pseudonym for acceptance; maybe she has burned or 

buried her manuscript because of the afraid of the consequences it might have after, or maybe she implicitly inscribed a counter 

narrative by which she would manage to articulate some of her ambitions. To express artistry as a woman she often designates an 

oppositional choice for their fictional heroines, according to their limited options in society. A choice between marriage and death, 

for there is no compromise being offered to them. Gradually, women gained more rights and subsequently more freedom of choice. 

During the First and Second Wave of Feminism women fought for egalitarianism, compared to men‟s privileges. Although many 

battles have been won, The Golden Notebook proved that women were not liberated completely. As Lessing imbedded her 

protagonist in the bigger social picture of the society, she managed to depict the way men and women related to each other in that 

time in a very accurate manner.Maybe Anna Wulf succeeded in achieving wholeness eventually, she did not, however, succeed in 

finding a way of living, where she can have a satisfying love life and at the same time deal with society„s, or men„s, prejudice 

about “Free Women”. Anna has not been able to free herself from determining patterns and stereotypes, yet. Still the question of 

identity remains throughout women‟s life from birth to death no matter we are fighting to overthrow the role patterns that society 

has imbibed on us. 
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“When we don‟t speak . . . we become unbearable . . .” 

- Herta Müller, The Land of Green Plums.  

Abstract:  Women, in spite of being ignored for many centuries in various aspects have attained a great indomitable place in literature. 

They grew in numbers as they reflect the other sector of the prevailing society in much more candid way than their male counterparts. 

They have unearthed the field of literature in every possible way. Women‟s literature gained much attention when many women writers 

voiced for their fellow females and echoed those voices against suppression and discrimination not only based on gender but also in the 

society in all means. It received great accolades in the various parts of the world. Whenever there is suppression and discrimination of 

women, there arises the voice through the literary works which is mightier than the sword. Herta Müller, a minority Romanian born 

German and a 2009 Nobel Laureate, explores through her writings the unspoken silences which become unbearable when they are 

purposely silenced in a totalitarian regime. Men of this minority group also bear the pains of the regime. But these entire traumas get 

intensified in their households.Müller in The Passport, a novella of 85 pages portrays how the officials under the regime force the 

commodification of women as an act of bribery. This paper explores how the women fall prey to the anger of the males and the other 

various exploitations in the bereft rural society.  

As the title suggests, this novella is about a village miller trying to get the passport in order to leave his birthplace as it became very 

torturous place ruled by the totalitarian regime. 

Irigaray notes, “Commodities, women, are a mirror of value of and for man,” (Irigaray 1985: 177). She says that women are 

considered to be valuable commodity. All the people in the village, when a family or father or husband wants to migrate, they perform 

their paper works by means of satiating the sexual desire of the officials by sending their household women. With a heavy heart, 

Windisch, need to accept this destiny of his daughter. Katharina‟s principle of exchange differs from Amalie‟s. While the former is the 

beneficiary of her own labour, the latter‟s an act of the disrupted society. 

            The female characters are the highly victimized category of people being the object of desire, victims of violence and 

accomplices of the patriarchal order that prevailed in the society. The women in The Passport try to escape various political situations 

and other patriarchal oppressions, by commodifying their bodies; those who never oblige for such commodification, are threatened, 

marginalized and are prone to lead a life in fear and anxiety. And so, they have  

developed complex mechanisms for the negotiation of their desires. Karin Bauer remarks about Müller‟s portrayal of gender 

in her essay on „Gender and the Sexual Politics of Exchange‟: 

Erotic desire and sexual longings are inextricably bound to relations of power in Müller‟s writing, often foreclosing 

the possibility of differentiating between expressions of female desire and the instrumentalization of sexuality as a 

means to an end. . . . Sexuality, Müller maintains, is abused in dictatorships in all realms of everyday life (154) 

 Both Amalie and her mother Katharina, in The Passport, engage in such an exchange of sexual relations. Like the mother, 

Katharina, the daughter Amalie, is also forced to prostitute. Her life in Russia, as a prisoner, for five years is the real trial for her 

survival. The main mode of survival is to indulge herself in the act of prostitution for Katharina.  

 The extreme climatic conditions and the insatiable hunger never let Katharina to lead a common life. The scanty ration of 

bread and grass soup are helpless in substantiating her hunger. As an act of escape from the starvation and the freezing climate, and for 

the survival, she exchanged herself. She slept with a cook for the hot and sweet potatoes during a winter. The next winter, she lay down 

with a doctor and he gave her a note attesting her illness and so she might not go to work in the mine for the next three days.  During 

the next winter, she went to another person, a grave digger, who gave her the warmth along with some left-over meals from the funeral 

meals offered to him by the villagers (TP, 74-76).  

Windisch‟s concern for his daughter is revealed in the opening chapter through his discussion with the night watchman: “My 

daughter,” says Windisch, weighing the sentence in his head, “my Amalie is no longer a virgin either.”(TP. 10) This knowledge about 

his daughter does not ease the pain in his heart, lessen his sense of shame and help him ignore the loss of face and honour, when 

Amalie goes to the priest and the militiaman, on summons. This ultimate bribe succeeds, when his sacks of flour and money failed to 

procure the passport. 

  An article review speaks about Muller‟s views on the female and her sexuality:  
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Only women can sustain life, although they do this compromised and violated, suffering under conditions of personal 

degradation and impoverishment. The female and her sexuality is a recurrent and persistent theme throughout the 

novel. The female is both whore and mother, and, like the nature that subsists and endures despite its 

impoverishment, she is the carrier of seed and sun, bringing regeneration and light to each family‟s feelings of 

despair and discoloration. Muller pedals through the thickets with her own set of wheels, mobilizing and reasserting 

these themes of gender and the regime‟s contempt for women. (www.romania-insider.com) 

The portrayals of many such women characters in the works of Herta Müller, withdraw themselves from the society as they have 

exchanged madness in the place of fear. “The mad woman‟s withdrawal from the society signals the withdrawal from the village 

economy” (Bauer.162) and they become a burden to their family and society. 

Karin Bauer rightly points in the article „Gender and the Sexual Politics of Exchange‟, in Herta Müller: 

The women‟s descent into madness thus presents not only a way to escape the pressures of normality and 

the restrictive moral code of the village, but also a means of evading the subjugation to power. The escape is 

paid for, however, with mental derangement and death. (162) 

Apart from these lunatic women characters, there are Amalie, and her mother, Katharina and the village postwoman who are mentally 

well. But, they become victims of their circumstances in the repressive society. Müller‟s texts, thus, raise its lurking voice from the 

despotic society being a replica of the „waste land‟ of T. S. Eliot and all her characters stand a testimony to the tolerated bigotry of a 

forlorn minority community.  
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ABSTRACT

Image processing is any form of information processing in which both input and output are images. 
Most of the image processing involves in treating the image as two dimensional representations and 
applying standard techniques to it. Images contain lot of uncertainties and are fuzzy/vague in nature. 
Various fuzzy filtering techniques are defined for noise removal in image processing and these existing 
filters helps to enhance the image using only the membership values. Further, by incorporating intu-
itionistic fuzzy filters, vagueness and ambiguity are managed by taking the non-membership values also 
into consideration. In this paper, light is thrown on some important types of noise and a comparative 
analysis is done. This paper also presents the results of applying different noise types to an image and 
investigates the results of various intuitionistic fuzzy filtering techniques. A comparison is made on the 
results of all the techniques.

1. INTRODUCTION

Digital image processing is a technique of enhancing the images which are prone to noise. Noise is the 
undesirable effect that contaminates an image, which is the result of errors in the image acquisition pro-
cess, that result in pixel values not reflecting the true nature of the scene. During image acquisition or 
transmission, several factors are responsible for introducing noise in the image which affects the accuracy 
of the results. Depending on the type of disturbance, the noise can affect the image to different extent. 
The main objective of processing an image is to extract clear information from the images corrupted by 
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noise. Such technique for noise removal is called filtering or denoising. Denoising by appropriate filters 
increases the brightness and contrast and wide variety of special effects to an image. In order to get a 
noise free image, several linear and non linear filtering techniques are used.

Fuzzy set, introduced by Zadeh (1965), provide a tool to deal theory of imprecision. In recent years, 
many fuzzy filters have been developed to give better results than traditional filters in noise removal. 
In literature, there are several other authors Mike Natchtegael, Dimitri Van de Ville, Etinne E. Kerre 
were working on fuzzy filters and on its extension. There is another way of generalization where fuzzy 
sets are generalized into intuitionistic fuzzy sets by taking into account non- membership values in ad-
dition to membership values. Among extensions of FSs, Atanassov’s (1999) IFSs deal vagueness from 
imprecise information .

In this paper, statistical tools for data in intuitionistic fuzzy environment are defined which are 
helpful in designing IF filtering algorithm in image processing. This paper is an initiation to model the 
vagueness associated with the image which will find applications in noise removal in image processing.

1.1 Literature Review

Now-a day, researches are going in filtering technique from non-fuzzy to fuzzy. Gonzalez (1998) has 
defined traditional statistical filters in digital image processing.

Mike Natchtegael, Dimitri Van de Ville, Etinne E. Kerre (2003), Russo (1996) were working on fuzzy 
filters and on its extension. Nguyen and Berlin Wu defined new statistical approach for fuzzy data (2006). 
Ioannis et.al (2005) initiated an attempt towards intuitionistic fuzzy image processing and presented an 
intuitive approach for intuitionistic fuzzification of images. Moreover, an issue of applying the theory 
of IFSs in the field of image processing is discussed, which is the first stage of IF image processing.

Ioannis and George (2005) have worked on IF contrast enhancement. Tamalika Chaira (2008) have 
proposed a new method for IF segmentation and edge detection of medical images. Parvathi, et. al (2005) 
have developed an algorithm on intuitionistic fuzzy approach for image enhancement using contrast in-
tensification operator. Also some attempt was made to define theoretical concepts in IF statistical tools 
for filters by Parvathi, et. al (2012), which is an initiative to define theoretical concepts.

The remaining part of the paper is organized as follows. Section 2 gives basic definitions of IFS op-
erators. Section 3 deals about the framework of intuitionistic fuzzy image processing (IFIP) and Section 
4 describes intuitionistic fuzzy filters in image processing with the proposed algorithm. The results and 
performance analysis are discussed in Section 5. Section 6 concludes the paper.

1.2 Types of Noise

Noise is an unwanted effect produced in an image. It degrades the image to different extend during image 
acquisition or transmission. A noisy image can be modeled as follows (Gonzalez, 1998):

C X Y A X Y B X Y, , ,( ) = ( )+ ( )  

where A(X,Y) is the original image and B(X,Y) is the noise in the image and C(X,Y) is the resulting noise 
image. To remove different types of noise, different filtering techniques are applied. Various types of 
noise in an image are discussed below.
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Abstract: In this paper, essentially intersecting, essentially strongly intersecting, skeleton inter-
secting, non-trivial, sequentially simple and essentially sequentially simple Intuitionistic Fuzzy
Directed Hypergraphs (IFDHGs) are defined. Also, it has been proved that if IFDHG H is or-
dered and essentially intersecting, then χ(H) ≤ 3. An IFDHG H is strongly intersecting if and
only if H〈ri,si〉 is intersecting for every 〈ri, si〉 ∈ F (H) is proven and an application of IFDHG in
molecular structure representation is also given.
Keywords: Intuitionistic fuzzy directed hypergraph (IFDHG), Essentially intersecting IFDHG,
Molecular IFDHG of water.
AMS Classification: 05C72, 05C65, 47N60.

1 Introduction

The first definition of fuzzy graphs was proposed by Kaufmann, from the fuzzy relations intro-
duced by Zadeh. Although Rosenfeld introduced another elaborated definition, including fuzzy
vertex and fuzzy edges, the first definition of intuitionistic fuzzy graphs was proposed by A. Shan-
non and K. Atanassov [4], see also [3].
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Abstract. In this paper, some necessary and sufficient conditions for the

existence of an evenly partite directed bigraph (
−→
Kp,q⊕q) factorization in

the product graphs (Cm ◦ Kn)∗ and (Km ◦ Kn)∗, for m ≥ 3, n, p, q ≥ 2
are obtained.

Keywords:
−→
Kp,q⊕q-factorization · m-partite graph · Wreath product

of graphs · Symmetric digraph

1 Introduction

Let G be a graph. Then, for any positive integer s, sG denotes s disjoint copies
of G, G(s) denotes the graph obtained from G by replacing each edge by s
edges and G∗ is the symmetric digraph of G obtained by replacing every edge
of G by a symmetric pair of arcs. An m-partite graph G has the partition of
the vertex set V into m subsets such that uv is an edge of G if and only if
u and v belong to different partite sets. The graph with vertex set V having
partite sets V1,V2,. . . ,Vm such that |Vi| = ni and edge set E = {(u, v) ∈ Vi × Vj ,
i, j ∈ {1, 2, . . . ,m} and i �= j} is called a complete m-partite graph and is denoted
by Kn1,n2,...,nm

.
−→
Kp,q⊕q denotes an evenly partite directed bigraph having partite

sets V1, V2 and V3 with |V1| = p, |V2| = |V3| = q such that all arcs are oriented
from the p vertices (tails) at V1 towards q vertices (heads) at V2 and V3 and there
is no arc between V2 and V3. Decomposition of G is a partition of G into edge -
disjoint subgraphs G1, G2, ..., Gl such that E(G) = E(G1) ∪ E(G2) ∪ ...∪ E(Gl);

in this case we express G =
l⊕

i=1

Gi. In particular, if F is any graph and Gi
∼= F,

then it is called an F -decomposition of G and is denoted by F |G. A spanning
subgraph of G is called an F - factor of G, if each component of G is isomorphic
to F. Decomposition of G into F - factors is called an F - factorization of G and
we denote it by F‖G. The wreath product of the graphs G and H denoted by
G ◦ H, has vertex set V (G) × V (H) in which two vertices (u1, v1) and (u2, v2)
are adjacent whenever u1u2 ∈ E(G) or u1 = u2 and v1v2 ∈ E(H). For other
definitions which are not mentioned here, see [1].

c© Springer International Publishing AG 2017
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Abstract— Breast cancer is among the most common causes of 

deaths today, coming fifth after lung, stomach, liver and colon 

cancers.Primary prevention in the early stages of cancer becomes 

more complex. The early diagnosis of breast cancer is 

accomplished by X-ray mammography. It is the main test used 

for screening and its analysis and processing are the keys to 

improve breast cancer prognosis. It detects around 80% to 90% 

of breast cancer.  As a result, a large number of images need to 

be examined by limited number of radiologists, resulting in 

misdiagnosis due to human errors by visual fatigue. This paper 

focuses on detection of breast cancer classification using 

Artificial Neural Network whose weights are optimized by 

Particle Swarm Optimization. Segmentation is used to identify 

the suspicious region from the mammogram image. Intensity, 

Texture and Shape features are extracted from the segmented 

mammogram image. The feature extracted from the known 

segmented images are used to train using ANN-PSO and tested 

for the detection of breast cancer, classifies as normal or 

abnormal. This helps the radiologists to increase the accuracy of 

mammogram examination to diagnose the cancer. 
 

Keywords— Breast Cancer, Mammogram, Neural Network, 

Particle Swarm Optimization. 

I. INTRODUCTION 

Cancer is the type of diseases that causes the cells of the 
body to change its characteristics and cause abnormal growth 
of cells. Most types of cancer cells eventually become a mass 
called tumor. Breast cancer is a major cause of death in 
women. Most breast cancer cases occur in women aged 40 
and above but certain women with high-risk characteristics, 
often hereditary, may develop breast cancer at a younger age. 
Several imaging techniques are available for detecting breast 
cancer such as ultrasound imaging, MRI imaging and digital 
Mammography. Breast tumors and masses usually appear in 
the form of dense regions in mammograms. A typical benign 
mass has a round, smooth and well circumscribed boundary; 
on the other hand, a malignant tumor usually has a speculated, 
rough, and blurry boundary. If the cancer can be detected 
early, the options of treatment and the chances of total 
recovery will increase.The objective of this paper is to 
increase the effectiveness and efficiency of the classification 
process in order to reduce the number of false-positive of 
malignancies. 

 This paper is organized as follows: Section 2 

describes the literature review. Section 3 describes the 

proposed methodology. Section 4 describes the experimental 

result analysis and discussion and section 5 describes the 

Performance Evaluation. Finally, Section 6 describes 

conclusion with future work. 

II. LITERATURE REVIEW 

Currently, breast cancer detection is a challenging issue 
for women. Breast cancer is curable, if it is detected in an 
initial stage. Number of researchers has tried to arrive an exact 
solution for this work by proposing different classification 
techniques.  
Abdulla and Zaki [8] proposed a method for detection of 
masses in digital mammogram using ANN and GLCM 
features extraction, and achieved 91% sensitivity and 84% 
specificity for classifying 90 mammogram images randomly 
selected from the Mini-Mias database. Islam et al. [9] also 
proposed a classification method using ANN and GLCM 
features to classify benign-malignant classes of mammogram 
images which achieved 90% sensitivity and 84% specificity.  
A comparative study on GLCM feature extraction for breast 
cancer classification by R.Nithya and B.Santhi [2], the study 
used a sample of 50 mammogram images from the Digital 
Database for Screening Mammography (DDSM) Database 
shows an excellent result. R.Nithya and B.Santhi [10] 
proposed a method for Classification of normal and abnormal 
patterns in Digital mammograms for the breast cancer 
diagnosis using ANN and GLCM features. The work shows 
that the sensitivity and specificity more than 90% for a sample 
set of 50 digital mammogram images from the DDSM 
Database. 
 The overall literature survey says that various 

methods and classification techniques are applied for 

classifying the images into normal or abnormal. The existing 

methods are tested with only limited number of mammogram 

images from the MIAS database. 

III. PROPOSED METHODOLOGY 

The proposed system consists of four phases for breast 

cancer detection from the mammogram image. The 

anticipated research uses the data set obtained from 

Mammographic Image Analysis Society (MIAS) [7]. The set 

consists of 322 images that fall into one of the following 

classes: 67 benign, 54 malignant and 201 Normal images.The 

overview of proposed methodology is depicted in Fig.1. 
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Fig. 1Diagrammatic representation of proposed method 

A. Pre-Processing 

The input image which is obtained is preprocessed to 

remove the noise and to enhance the quality of the image. 

Before any image-processing algorithmapplied on 

mammogram, preprocessing steps are very important in order 

to limit the search for abnormalities without undue influence 

from background of the mammogram. Digital mammograms 

are medical images that are difficult to be interpreted, thus a 

Pre-Processing phase is needed in order to improve the image 

quality and make the segmentation results more accurate. The 

mammogram images are preprocessed by using median filter. 

Median filtering is useful for reducing speckle noise that can 

do a better job of preserving edges than simple smoothing 

filters. 

B. Segmentation 

From the enhanced image, the suspicious region is 

identified using Histon based Fuzzy c-means segmentation 

algorithm.  Segmentation is an important step in many 

medical imaging applications and a variety of image 

segmentation techniques already exist. Segmentation is the 

process of partitioning an image into multiple segments, so as 

to change the representation of an image into something that is 

more meaningful and easier to analyze.Mohabey and 

Ray[11]introduced the concept of histon means for the 

visualization of color information for the evaluation of similar 

color regions in an image. Histon is the segregation of the 

elements at the boundary, which can be applied in the process 

of the image segmentation. Histon based Fuzzy c-means 

segmentation find the cancer detected regions in the 

imageandachieve the better segmentation results. 

1). Fuzzy C-Means Algorithm: FCM is a method of 

clustering which allows one piece of data to belong to two or 

more clusters (i.e.) it allows the pixels to belong to multiple 

classes with varying degrees of membership. It is based on 

minimization of the objective function defined as follows.  J = ∑ ∑ U୧୨ m ||x୨ − v୧||ଶc୧=ଵN୨=ଵ (2) 
where Uij represents the membership of pixel xj in the ith 
cluster, vi is the ith cluster center, and m is a constant. The 
parameter m controls the fuzziness of the resulting partition, 
and m=2 are used in this study.  

The FCM algorithm assigns pixels to each category by using 

fuzzy memberships. Let  X = {x1, x2, x3 ..., xn} which denotes 

an image with N pixels (set of data points) to be partitioned 

into c cluster centers or centroids and V = {v1, v2, v3 ..., vc} be 

the set of centers. 

Step 1:  Randomly select ‘c’ cluster centers. 

Step 2: Calculate the fuzzy membership ‘Uij’ The cost 
function is minimized when pixels close to the centroid of 
their clusters are assigned high membership values, and low 
membership values are assigned to pixels with data far from 
the centroid. The membership function represents the 
probability that a pixel belongs to a specific cluster. In the 
FCM algorithm, the probability is dependent solely on the 
distance between the pixel and each individual cluster center 
in the feature domain. The membership functions and cluster 
centers are updated by the following: ݑ = ଵ

∑ ( ||�ೕ−�||||�ೕ−�ೖ||)
మ�−భ�ೖ=భ

        (3) 

 
Step 3: Compute the cluster centers ‘vj’ using: ݒ = ∑ �ೕ��ೕ=భ ௫ೕ∑ �ೕ��ೕ=భ    (4) 

 
Step 4: Repeat step (2) & (3) until the minimum ‘J’ value is 
achieved. 
The cluster center or centroids is calculated by using K-Means 

clustering algorithm, the FCM converges to a solution for vi 

representing the local minimum or a saddle point of the cost 

function. Convergence can be detected by comparing the 

changes in the membership function or the cluster center at 

two successive iteration steps. The suspicious regions will be 

identified from this method. 

2). Histon Process 

Histon is basically a contour plotted on the top of the 

histograms by considering a similar color sphere of predefined 

radius around a pixel. The base histogram is considered to be 

the lower approximation and the histon as upper 

approximation. The upper approximation is a collection of all 

points, which may or may not belong to one segment but 

certainly share a unique property that the elements have 

similar colors. For segmentation, only the upper 

approximation is considered and the histogram based 

technique is applied on the histon to find the regions in the 

image. For every intensity value in histogram, the number of 

pixels encapsulated in the similar intensity sphere is evaluated. 

This count is then added to the value of the histogram at that 
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Pre - Processing using  
Median Filter  

 

 

 

FCM based Segmentation    

using Histon 
 

Feature Extraction  
( I n t e n s i t y ,  T e x t u r e ,  
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particular intensity value. This computation is carried out for 

all the intensity values that lead to the formation of histon. 

The steps of Histon process are given by: 

 Using the difference between the nearest neighbors, 

calculate the pixel value. 

 The formula to find the difference between the nearest 

neighbors for all the pixels values as follows 

Difference of a particular pixel = Nearest neighbor 1 - Nearest 

neighbor 2 

 After finding the pixels values update the pixels values 

update the pixels values by setting a threshold. Here we 

used the threshold value as greater than 1 or less than 1. 

 Then to find the intensity values of a pixel, we find the 

difference between the nearest neighbors for the 

particular pixel values. Using the above formula we find 

the intensity values of a pixel. 

 After finding the intensity values of a pixel, we have to 

update the values in the image by setting the threshold. 

The threshold value is greater than or less than 1 

 Update the count values in the particular intensity value 

of a pixel and we check one by one via histogram and 

plot the values. 

 Here, with the difference between the neighbors the 

intensity values of a pixel is calculated. By keeping 

threshold, the intensity value of a pixel is calculated. (i.e) 

if the calculated difference between the neighbors is 

greater than one means replace the  pixel value with 2 and 

if the calculated difference between the neighbors is less 

than one means replace the pixel value with 0 

The above process repeats until the eligibility criterion occurs. 

By using the above process, we compute and rearrange the 

pixel values to find the roughness areas without affecting the 

lower dimensional areas. Finally we consider upper 

approximation for further processing. These values are given 

to k-means for clustering the medical images. 

3). Centroid Selection using k-means algorithm 

K-means clustering is to minimize the sum of squared 

distances between data and the corresponding centroid of the 

cluster.Here, K-means clustering groups the pixels into two 

distinct clusters (k=2) based on the values of Histon. Centroid 

is calculated in this approach using k-mean clustering 

algorithm. The step-by-step of K-means clustering algorithm 

is presented as follows: 

Let X = {x1, x2, x3 ...xn} be the set of data points and V = 

{v1, v2, v3 ...vc } be the set of centers. 

 
Step 1: Initialize the cluster centers by Histon process.  
Step 2: Calculate the distance between each data point and 
cluster centers. 

Step 3: Assign the data point to the cluster centre whose 

distance from the cluster centre is minimum of all the 

cluster centres. 
Step 4: Recalculate the new cluster centre using ݒ = ቀ ଵ�ቁ ∑ ��=ଵ                         (1)  

Where ‘Ci’ represents the number of data points in ith cluster. 

Step5: Recalculate the distance between each data point and 

newly obtained cluster centres. 
Step6: If no data point was reassigned then stop, otherwise 
repeat from step 3. 

After calculating the centroid values, it will assign to the FCM 

for better clustering on medical images. 

4). FCM based segmentation using Histon 

The step by step procedures are given by: 

Step 1: Roughness areas are computed and initialize the 

cluster centers using Histon process. 

Step 2: Centroid selection using k-means algorithm. 

Step 3: FCM assigns the cluster centers from the above step 

for better clustering on medical images. 

The suspicious regions will be identified from this method. 

C.Feature Extraction 

After the segmentation is performed, the segmented breast 

image is used for feature extraction. A feature is significant 

piece of information extracted from an image which provides 

the more detailed understanding of an image. Several types of 

features like Intensity, Texture and shape features are 

extracted. Shape measurements are physical dimensional 

measures that characterize the appearance of an object.  

1). Intensity Feature 

Mean reveals the general brightness of an image. Bright 

image should have high mean while dark image should have 

low mean, and also mean values characterize individual 

calcifications. Standard deviation or variance reveals the 

contrast of an image. Image with good contrast should have 

high variance. Standard Deviations (SD) also characterize the 

cluster. Skew measures asymmetry (unbalance) the 

distribution of the gray level. Image with bimodal histogram 

distribution (object in contrast background) should have high 

variance but low skew distribution (one peak at each side of 

mean). Energy measurement is closely related to skew. Highly 

skew distribution usually gives high-energy measurement. 

Entropy measures the average number of bits to code each 

gray level. It has inverse relationship with skew and energy 

measurement. Highly skew distribution tends to yield low 

Entropy. These are summarized in Table 1. Then features are 

calculated for classification. 

2). Texture LBP 

Texture features is useful in differentiating normal and 

abnormal cells. The texture feature extraction is calculated by 

using Local Binary Pattern Operator. LBP operator combines 

the characteristics of statistical and structural texture analysis.  
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TABLE I.  INTENSITY FEATURE 

Intensity Formula 

Mean 
� = ∑ �. ��ሺ�ሻ

௫=ଵ  

 

Variance �ଶ = ∑ሺ� − µሻଶ��
௫=ଵ .  ሺ�ሻ

 

Skewness �ଷ = �−ଷ ∑ሺ� − �ሻଷ��
௫=ଵ .  ሺ�ሻ

 

Kurtosis �ସ = �−ସ ∑ሺ� − �ሻସ��
௫=ଵ . ሺ�ሻ − 3 

 

Entropy ଵ݂ = ∑ +ሺ�ሻ log{+ሺ�ሻ}ଶ��
௫=ଶ  

 

The LBP operator is used to perform gray scale invariant two-

dimensional texture analysis. The LPB operator labels the 

pixel of an image by thresholding the neighborhood (i.e. 3 × 3) 

of each pixel with the center value and considering the result 

of this thresholding as a binary number. When all the pixels 

have been labeled with the corresponding LBP codes, 

histogram of the labels are computed and used as a texture 

descriptor. 

Algorithm 

Step 1: Given a pixel in the image LBP can be computed by 

comparing it with its neighbors 
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 is the gray level 

value of the central pixel, cI
is the value of its neighbors. P is 

the number of involved neighbors.  

 

Step 2: After LBP pattern of each pixel is identified, a 

histogram is used to represent the texture image 

ܪ  = ∑ ௫,௬݂� } ܫ ሺx, yሻ = i}, i = Ͳ, . . . n − ͳ,    (6) 

Where n is the number of different labels produced by the 

LBP operator, and I{A} is 1 if A is true and 0 if A is false. 

Step 3:  When the image patches whose histograms are to be 

compared have different sizes, the histograms must be 

normalized to get a coherent description 

 N୧ = H∑ Hౠn-భౠ=బ            (7) 

3). Shape Features 

Shape values can be used to distinguish between benign 

and malignant tumors. Benign lesions usually have smooth 

shapes and so they produce a regular shape, whereas 

malignant lesions present irregular shapes. The features are 

Eccentricity, Orientation, Solidity and Extent. The eccentricity 

of the image gives a measure of just how 'squashed' it is. The 

eccentricity is obtained using the ellipse that has the same 

second-moments as a region. It is the ration of the distance 

between the foci of the ellipse and its major axis length. The 

value is between 0 and 1. Solidity is the measurement of the 

overall concavity of a particle. Solidity is defined as the image 

area divided by the convex hull area. Thus a particle becomes 

more solid. Solidity of a convex shape is always one and it is 

lower for an object with rough perimeter or having holes in it. 

Orientation is used to find an object in an image. Extent of an 

image shows that how far the cancer region may have spread. 

It is the proportion of the pixels in the bounding box (the 

smallest rectangle containing the region) that are also in the 

region. These are summarized in Table II 

TABLE II.  SHAPE MEASUREMENTS 

 

Shape 

Measurements  
Formula 

Eccentricity 

 

�� Where ,c is the distance from the center to a 

focus.  

 a is the distance from that focus to a vertex 

Solidity 

 

 ܽ݁�� �݁ݒ݊�ܽ݁�� �ܽݐ�

Orientation 

 

Scalar; the angle (in degrees ranging from -90 to 

90 degrees) between the x-axis and the major axis 

of the ellipse that has the same second-moments 

as the region. 

Extent 

 

 �ܾ ݃݊�݀݊ݑܾ ℎ݁ݐ ݂ ܽ݁��ܽ݁�� �ܽݐ�

 

D. Classification 

Classification is the final step in mammogram abnormality 

detection. The extracted features are considered as input to the 

classifier to classify the detected suspicious areas into normal, 

benign or malignant. Classifier such as artificial neural 

network (ANN) has performed well. The classification of 

breast cancer detection is divided into the training phase and 

the testing phase. During training, the features are extracted 

from the segmented images are input to ANN whose weights 

are optimized by particle swarm optimization in which the 

diagnosis is known. Whenever an image is taken as input to 

the algorithm, it is simulated with the trained networks and 

goes for testing the image. 

1). Artificial Neural Network 

An Artificial Neural Network (ANN) is inspired by the way 

biological nervous systems process information. An ANN 

consists of a collection of processing elements that are highly 
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interconnected and transform a set of inputs to a set of desired 

outputs in which each connection has a weight associated with 

it. The advantage of ANN is their capability of self-learning, 

and often suitable to solve the problems that are too complex 

to use the conventional techniques, or hard to find algorithmic 

solutions. The neural network trained by adjusting the weights 

so as to be able to predict the correct class. In this work, a 

method that combines ANN with PSO algorithm was 

proposed to optimize the weights of target value.  

Algorithm 

Step 1: Extract features from mammogram images. 

Step 2: Create input and target for normal and abnormal class. 

Step 3: The initial weights are chosen randomly. 

Step 4: Calculate the predicted output. 

An issue in neural network is difficult to train: the training 

outcome can be nondeterministic and depend crucially on the 

choice of initial parameters. To address the issue hybrid 

approach of neural network with particle swarm optimization 

learning algorithm for cancer prediction. 

2). Neural Network with Particle Swarm Optimization 

Algorithm 

Step 1: Extract features from mammogram images. 

Step 2: Create input and target for normal and abnormal class. 

Step 3: The weights are optimized by Particle Swarm 

Optimization algorithm. 

Step 4: Output node predicts the correct class (i.e.) Normal or 

abnormal 

Using the above algorithm the weightage can be optimized on 
target values for the efficient breast cancer detection using 
PSO. The result shows that one can easily and effectively 
detect breast cancer at an early stage. 

IV. EXPERIMENTAL RESULT ANALYSIS AND 

DISCUSSION 

The proposed system for medical image segmentation for 

breast cancer detection was evaluated. It is implemented in the 

working platform of MATLAB. The input image is pre-

processed to remove the noise and to enhance the quality of 

the image using Median filter. From the enhanced image, the 

suspicious region is identified using FCM segmentation. 

Segmented image is used for feature extraction. The features 

are Intensity feature like Mean, Variance, Skewness, Kurtosis 

and Entropy, The texture feature extraction using local binary 

pattern and shape measurements like Ecc (Eccentricity), Ori 

(Orientation), Sol (solidity) and Ext (Extent). The extracted 

features values are passed to train the Neural Network to 

classify whether region is normal or abnormal using PSO 

algorithm. Thus one can able to find out whether it is affected 

by cancer or not. 

Fig 2. Experimental Result 

V. PERFORMANCE EVALUATION 

The various assessment metrics are used to calculate and 

analyze that our proposed technique is the efficient 

mammogram image segmentation and classification of breast 

cancer. The metric values like Sensitivity (SE), Specificity 

(SP) and Accuracy (AC) are used to evaluate the performance 

of the classifier. The formulas are given in Table II. 

Sensitivity is a proportion of positive cases that are well 

detected by the test and the specificity is proportion of 

negative cases that are well detected by the test. Classification 

accuracy depends on the number of samples correctly 

classified. 
TABLEIII.  FORMULA FOR MEASURES 

 

Measures Formula 

Sensitivity SE=TP/(TP+FN) 

Specificity SP=TN/(TN+FP) 

Accuracy AC=(TP+TN)/(TP+FP+TN+FN) 

 
Where, TP is the number of true positives; FP is the number 
of false positives; TN is the number of true negatives; FN is 
the number of false negatives. Confusion matrix is shown in 
Table IV.  

TABLE IV.  CONFUSION MATRIX 

Actual 
Predicted 

Positive Negative 

Positive TP FP 

Negative FN TN 

 
  TP - Predicts abnormal as abnormal. 

                     FP - Predicts abnormal as normal. 
                     TN - Predicts normal as normal. 

                     FN - Predicts normal as abnormal. 
 

TABLE V.  CONFUSION MATRIX FOR TESTING ANN-PSO 

Method Actual 
Predicted 

Cancer(Positive) Normal(Negative) 

ANN-PSO 

Cancer(Positive) 41(TP) 7(FP) 

Normal(Negative) 6(FN) 246(TN) 
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Pre-Processed 
Image 
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Abnormal 
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TABLE VI.  CONFUSION MATRIX FOR TESTING ANN 

Method Actual 
Predicted 

Cancer(Positive) Normal(Negative) 

ANN 

Cancer(Positive) 32(TP) 16(FP) 

Normal(Negative) 13(FN) 239(TN) 

TABLE VII. PERFORMANCE COMPARISON BETWEEN ANN AND 

ANN_PSO 

Test Image Methods Sensitivity Specificity Accuracy  

48 Malign 

252 Normal 

ANN-PSO 87.23% 97.23% 95.66% 

ANN 72.72% 93.6% 88.66% 

 

 
Fig. 1. Comparison between ANN and ANN with PSO 

To evaluate this work, the proposed method trained with 322 
mammogram images and tested with 300 mammograms (48 
malignant and 252 normal) images. Confusion Matrix for 
testing ANN-PSO and ANN is shown in Table IV and TableV. 
The result in Table VII shows the classification effectiveness 
of normal and abnormal mammogram images with the help of 
extracted features. Figure 3 show the computed sensitivity, 
Specificity and accuracy for testing data of proposed and 
existing method. ANN-PSO reveals a better classification rate 
in sensitivity, specificity and accuracy.  

 
VI. CONCLUSION AND FUTURE SCOPE 

Breast cancer is one of the major causes of death among 
women. Breast cancer is curable when detected in early stages. 
The classification of mammogram images is emphasized in 
this paper for cancer diagnosis using Artificial Neural 
Network with PSO algorithm. It provides a faster diagnosis of 
breast cancer into normal or abnormal with accurate results. 
The result indicates that this system can facilitate the doctor to 
detect the breast cancer in the early stage of diagnosis as well 
as identify the suspicious region. The future work is to stage 

the breast cancer in the abnormal mammogram images. It will 
help the doctor and radiologists to analyze the stage of cancer, 
the patient is in and according to which he/she can take 
necessary and appropriate treatment steps. 
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ABSTRACT- Cardiovascular disease (CVD) has 

become the world’s number one cause of morbidity 

and mortality. It leads to millions of deaths every 

year which are supposed to occur decades later. 

Around two-thirds of these deaths are due to acute 

events, which frequently occur suddenly and are 

often fatal before medical care can be given. 

Unexpected acute events are resulting in affliction 

and high treatment costs. Hence CVD becoming 

huge burdens even for developed countries. So, 

early prediction and intervention would be a huge 

benefit to society. Many groups have developed 

prediction models for CVD by classifying its risk 

based on risk factors such as age, sex, etc. Recent 

studies have uncovered that many genetic variants 

are associated with CVD outcomes. However, the 

potential clinical utility of genetic information has 

been uncovered initially and is expected for further 

development. 

Keywords: Cardiovascular disease (CVD), genetic 

variants.  

1 Introduction 

 Cardiovascular disease such as heart attack, 

stroke, and hypertension is caused by disorders of 

the heart and blood vessels and by far continues to 

be the leading cause of death in the world for both 

developed and developing countries. Vulnerable 

plaque easily ruptures in blood vessels, thereby 

including the occurrence of a stroke, heart attack, 

etc. The deaths related to CVD are mainly due to 

acute events, which frequently occur suddenly. 

According to health informatics, which has been 

listed by the U.S. National Academy of 

Engineering as one of the 14 grand engineering 

challenges of the 21st century, deals with the 

acquisition, transmission, processing, storage and 

retrieval of health information for early detection, 

early diagnosis and early treatment of diseases.  

Therefore risk prediction is of utmost importance 

to allow early intervention and treatment of 

complex CVD to prevent the occurrence of acute 

events and decrease costs. It is for this reason that 
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risk prediction has become an important field to 

study. It is therefore, in addition to traditional 

approaches, new strategies for screening and early 

intervening CVD are demanded. The art of electro-

cardiograph (ECG) interpretation is basically one 

of the pattern recognition. To date, in addition to 

this traditional ECG approach and demographic 

information some risk prediction models have been 

built such as Framingham, ATP-III, SCORE, 

PROCAM, QRISK and MUCA. These current risk 

prediction models have had some initial success in 

CVD prediction. However, they did not have good 

performance in predicting the end point of 

individuals who were assessed to have an 

intermediate risk of developing CVD.  

The traditional risk factors or biomarkers for 

predicting CVD outcomes include age, sex, 

systolic blood pressure, smoking habits, diabetes, 

total cholesterol, high-density lipoprotein (HDL) 

cholesterol, low-density lipoprotein (LDL) 

cholesterol, diabetes mellitus, family history, etc. 

While traditional risk factors can explains only half 

of the incidence of CVD. Therefore further efforts 

are needed to improve the performance of risk 

prediction models. For further efforts, Genome-

Wide Association Studies (GWAS) for CVD 

outcomes/traits can be overviewed. Genomics 

summarized recent studies on genetic variants that 

are associated with CVD outcomes/traits and 

perspective of using genetic information for 

developing a personalized risk prediction model for 

CVD. The genetic variants associated with CVD 

outcomes and other complex disease can also be 

searched in web of science and PubMed. 

The genetic markers reviewed were those 

associated with CVD outcomes (coronary heart 

disease, stroke, heart failure, etc) established 

traditional factors (systolic blood pressure, total 

cholesterol, HDL cholesterol, LDL cholesterol, 

body mass index, hypertension, etc) and biomarker. 

It is now becoming apparent that new and 

personalized biomarkers are needed in order to 

predict acute CVD outcomes more accurately. 

Recent studies have been focusing on looking for 

new genetic, molecular, imaging or physiological 

biomarkers with better clinical prediction outcomes 

and for this advancements in different computing 

and information technologies are needed.  

The common CVD outcomes/traits are Myocardial 

Infarction (MI), stroke, Heart Failure (HF). 

Myocardial infarction (MI) is the diseased state of 

the heart that leads to the damage in the 

depolarizing myocardium (heart muscle), resulting 

in heart attack. Stroke is a kind of severe disease 

which has been one of the most frequent diseases 

that can cause sudden deaths. Even if the 

unattended patients attacked stroke and survived, a 

great or small part of the heart will still be always 

affected, and work of heart involvement and the 

possibility of chronic HF will be produced. 

Moreover, arrhythmias will be caused. There are 

other severe cardiovascular outcomes, such as HF, 
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a kind of common disease, which can cause leg 

swelling, shortness of breath, and the other severe 

symptoms. HF can be led by other diseases, such as 

rheumatic heart disease, anemic heart disease and 

toxic heart disease. 

 

2 Reviews 

 

A. GWAS 

GWAS are developed to identifying inherited 

genetic variants that are associated with complex 

disease. This identification enables a clarification 

of the disease mechanisms and improves the 

efficacy of disease diagnostics and therapeutics. 

Currently, the procedures involved in introducing 

the genetic information into the developed risk 

prediction models are: (1) Identifying the genes 

that will be used in the prediction by studying the 

disease mechanism. (2) Identifying the association 

between the genes and the risk of disease using 

GWAS. (3) Developing clinical trials to make sure 

that the genes can predict the risk of the disease. 

(4) Using the outcomes of gene detection, predict 

whether the sample suffer from the diseases. (5) If 

the detected gene is found in the human blood, the 

person will suffer from the disease. Therefore the 

person should take appropriate therapy to prevent 

the disease earlier. 

In the case of complex diseases, associated genetic 

variants will refer to hundreds or thousands of 

Single-Nucleotide Polymorphisms (SNPs), which 

are distributed in large regions with a particular 

locus on different chromosomes. Traditional 

methods (fragment length polymorphism, single-

strand conformation polymorphism) are hard to 

apply on a large-scale population and multiple 

SNPs. The method for SNP genotyping should be 

high-throughput, low-cost, robust, automated, 

easily developed, accurate analysis of high volume 

data, simple operation and so on. It is difficult to 

combine all of these attributes into a single 

technology. 

B. Personalized Risk Prediction Models 

Personalized risk prediction modeling, in addition 

to the traditional population-based modeling is an 

emerging field of studies in health informatics. To 

assist the development in this area, the National 

Public University Center in Uruguay with the aim 

of developing and applying strategies to improve 

cardiovascular risk stratification and sub clinical 

vascular disease detection. The data can be 

valuable for the development of patient-specific 

evaluation metrics for CVD outcomes.  

At present, combination of imaging biomarkers of 

atherosclerotic plaques with clinical features for 

better prediction of stroke on over 1000 patients. 

These models present interesting ideas on combing 

images with physiological or clinical information 

for CV risk prediction. 

C. Critical Analysis 

By combining or mining both GWAS and National 

Public University center we can gain large amount 
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of sufficient information about gene variants which 

are associated with several diseases including 

CVD. Further this information can also be used for 

disease detection of individuals. Further new CVD 

outcomes can also be identified using different 

kind of genes. 

 

3 Challenges of Genetic Association into CVD 

 

 Several studies have the potential of adding 

genetic variants into CVD risk prediction which 

can improve the performance of the risk prediction 

model and clinical utility. Even though there is a 

need of better performance on developing 

individual CVD risk prediction. It is still hard to 

carry out because it needs abundant studies with 

clinical trials. There are many challenges that are 

existed in large-size samples in the clinical trials. 

 Firstly, there are a large number of genes 

that have or will be discovered to associate with 

complex disease. The established risk factors have 

been explained half of the CVD risk. Secondly, 

different races, lifestyles, and living environments 

could induce these genetic variants to be differently 

explained. Many genes were detected in the 

subject’s body, but they did not explain the disease 

because of the special life styles and the living 

environments. Thirdly, it takes too much time to 

genotype SNP and collects useful information for 

evaluating the merits of genetic CVD risk 

prediction for clinical use. 

 Lifestyle changes have been found to be an 

effective approach to prevent CVD. Few objective 

and quantifiable indices are currently available in 

clinical practice to assist the assessment of lifestyle 

changes, for example, via exercise. 

 

4 Conclusion 

 

 CVD is one of the most common causes of 

death worldwide and represents a major financial 

burden for national economies. The epidemic of 

CVD has caused huge losses and caught the 

attention of society. Effective prediction and 

prevention of CV disease, particularly which 

resulted from high-risk asymptomatic 

atherosclerosis, has now become a top priority. 

With the advancement of technologies, screening 

and improved selection of individuals for more 

effective prevention is now possible through (1) 

Preclinical atherosclerotic plaques develop slowly 

over several decades before they rupture or 

obstruct an artery becoming clinically manifest. (2) 

Screening methods are now available for detecting 

the presence and severity of such plaques. (3) 

Current prophylaxis with aggressive risk factor 

modification can largely reduce morbidity and 

mortality from heart attacks and strokes by 50%. 

 Genes will be generally stable in human 

body for a long time after birth, so gene detection 

will play an important role in predicting and 

preventing all kinds of diseases (including CVD), 
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and also extends and improves human life. 

However, more efforts should still be made before 

integrating genetic information into CVD risk 

prediction model clinically, because the genes that 

can fully explain complex CVD have not yet been 

identified.  
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Abstract 

  
Biomedical named entity recognition (Bio-NER) is the critical 

step in text mining, where the data redundancy and 

performance of processing huge data is the challenging issue. 

Conditional Random Field is the conditional probability model 

used to overcome traditional FP-tree algorithm challenges, 

even in CRF achieving better performance is nontrivial due to 

internal sequential process. Here parallelism is introduced by 

combining and parallelizing the Limited-Memory Broyden-

Fletcher-Goldfarb-Shanno (LBFGS) and Viterbi algorithms 

called parallel CRF or MRCRF (MapReduce CRF). The 

MRLB (Map Reduce LBFGS) algorithm and MRVtb 

(MapReduce Viterbi) algorithm enhance the parameter 

estimation and no data redundancy. MRCRF algorithm 

exhibits better performance improvement and information 

accuracy compared to traditional systems. Additionally the 

new IMRCRF (Improved Map Reduce CRF) shows better 

performance in terms of processing huge data from several 

nodes. 

 

Keywords— Biomedical Named Entity Recognition, 

Conditional Random Fields, Map Reduce. 

 

I.INTRODUCTION 

In the 21st century, it is increasingly inseparable from the 

network, people visit dozens or even hundreds of pages, or 

upload photos or speech every day, which makes the data 

content on the network into a geometric growth, and the 

traditional technical architecture has become increasingly 

unable to meet the current needs of the vast amounts of data. 

Therefore, researching massive data processing and storage 

become more and more popular nowadays. Big data is a large 

data that it becomes difficult to process the conventional 

database systems. If the data is very large, moves very fast, or 

doesn’t fit the structures of the database architectures. To gain 

value from this data, choose another way to process the data. 

Big Data in general is defined as high volume, velocity and 

variety information assets that demand cost-effective, 

innovative forms of information processing for enhanced 

insight and decision making. Big Data is the frontier of the 

firm’s ability to store, process and access large volume of data 
it needs to operate effectively, make decisions, reduce risks, 

and serve customers. However, the amount of data generated 

can often be very large for a single computer to process in a 

reasonable amount of time. Furthermore, the data itself may be 

too big to store on a single machine. Therefore, in order to 

reduce the time taken to process the data, and to allocate the 

storage space for large files, it is necessary to write programs 

that can execute on multiple computers and distribute the 

workload among them. 

 

II.HADOOP 

 

Hadoop is the foundation for most big data architecture. 

Apache hadoop is an open source java programming 

framework for fast storing and fast processing large data sets 

with cluster of commodity hardware. Cluster is a set of 

machine in single LAN (Local Area Network). The Hadoop is 

mainly constituted by the underlying distributed file system 

HDFS (Hadoop Distributed File System) and MapReduce 

layer of parallel programming model engine. Hadoop is used 

by various universities and companies like Google, eBay, 

Facebook, IBM, LinkedIn and Twitter. 

 
Fig. 1.HDFS and MapReduce 
 

A. HDFS  

 

HDFS is a reliable distributed file system that provides high-

throughput and scalable access to data. MapReduce is a 

distributed framework for executing the work in parallel. 

Hadoop has the master/slave architecture for both processing 

and storage. Figure 1 shows the HDFS and MapReduce. 

HDFS is a specially designed file system for storing massive 

amount of data sets with cluster of commodity hardware with 
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steaming access pattern. Steaming access pattern means write 

once and read any number of times but don’t change content 
of files in file system. HDFS differ from other file system by 

its significant. HDFS is a very large distributed file system 

which is highly fault-tolerant, provides high throughput access 

to the large data and deployed on low-cost hardware. HDFS is 

mainly used for storing data, and simply adding the number of 

servers can achieve growth in storage capacity and computing 

power. 

 

B.   MAP REDUCE 

 

MapReduce can make full use of the computing resources of 

each server's CPU, which efficiently handles with the stored 

data and calculations. To address the above issues, Google 

developed the Google File System (GFS), which is a 

distributed file system architecture model for processing large 

amount of data and created the MapReduce programming 

model. The MapReduce programming model is for processing 

the massive amount of data in parallel. Hadoop is open source 

software which manage MapReduce framework, written in 

Java, originally developed by Yahoo. 

 

 

 
 

Fig .2. MapReduce Architecture 

 

A MapReduce consists of two tasks namely the Map and 

Reduce task. Each Map task takes key-value pair as input and 

produce key-value pair as an output. The input data are split 

into various input splits. Based on the number of input splits 

Mapper will be assign. Record Reader is an interface between 

input split and Mapper which is used to convert record into 

key value pair. Mapper will read key value pair as an input 

and produce key value pair as an output. Now the Reducer 

will combine all the intermediate values associated with a 

particular key. Both input pairs of Mapper and Reducer are 

managed by the HDFS. The advantage of MapReduce is 

highly scalable, transparent fault-tolerant processing and 

automatic parallelization. Figure 2 shows the MapReduce 

architecture. MapReduce has been adopted by Google, 

Microsoft and Facebook. 

 

      III.CONDITIONAL RANDOM FIELDS 

 

Conditional random fields (CRF), is a type of conditional 

probability model, has been widely applied in biomedical 

named entity recognition .The advantage of the CRF model is 

the ability to express long-distance-dependent and overlapping 

features. CRF has shown empirical success recently in        

Bio-NER, since it is free from the so-called label bias problem 

by using a global normalization. However, when facing large-

scale data, the time efficiency of the CRF model with the 

traditional stand-alone processing algorithm is not satisfactory. 

For example, CRF takes approximately 45 hours (3.0GHz 

CPU, 1.0G memory, and 400 iterations) to train only 400K 

training examples. It is caused by the problem of CRF that the 

model parameter estimation cycle is long, because it needs to 

compute the global gradient for all features. The time 

complexity and space complexity of the whole algorithm show 

non-linear growth with the growth of the training data. To 

efficiently handle large-scale data, faster processing and 

optimization algorithms have become critical for biomedical 

big data. Hence, it is vital to develop new algorithms that are 

more suitable for parallel architectures. The CRF model needs 

to consider three key steps, i.e., feature selection, parameter 

estimation, and model inference. The parameter estimation 

step is very time-consuming because of the large amount of 

calculations especially when the training data set is large, 

which becomes the most important reason that degrades the 

performance of the CRF model. An optimization algorithm 

called Limited memory BFGS (L-BFGS) is a popular method 

that has been used to do parameter estimation of CRF. 

However, since it is an iterative algorithm, achieving high 

parallelism is not easy and demands considerable research 

attention for developing new parallelized algorithms that will 

allow them to efficiently handle large-scale data. It is a 

challenging task to parallelize such a dependent iterative 

algorithm. The task of making iterations independent of each 

other and thus leveraging and boosting parallel architectures is 

non-trivial. In this paper, we solve such an inter-dependent 

problem with an efficient strategy. Current methods of 

improving time efficiency of the CRF model focus on how to 

reduce the model parameter estimation time. However, the 

complexity of the model inference step increases quickly with 

the increase of constraint length of training data set as well. 

The model inference step can be performed using a modified 

Viterbi algorithm. The Viterbi algorithm within the 

MapReduce framework parallelizes the model inference step 

with a simple strategy. 

 

IV.CONDITIONAL RANDOM FIELDS USING 

MAPREDUCE 

 

Nowadays, FIM is most significantly employed by researchers 

as a result of it's wide applied in planet to search out the 

frequent itemsets. As a volume of information will increase 

day by day, the issues of measurability and potency become a 

lot of severe. As an answer to the current downside, we have a 

tendency to style a parallel mining of frequent itemset 

mistreatment CRF formula on MapReduce framework. during 

this paper we have a tendency to incorporate CONDITIONAL 

RANDOM FIELDS (CRF), instead of ancient FP-Tree. CRF 

has major four blessings over ancient FP-tree like; it involves 

solely 2 spherical of scanning that minimizes I/O overhead. 

Then the CRF may b e a extremely improved thanks to 
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partition a information, that significantly reduces the search 

area. 

 

 
Fig. 3. Flow of the MapReduce CRF  

 

 Next is the frequent items in each transaction are inserted as 

nodes into the CRF for compressed storage. At last all 

frequent itemsets are generated without traversing the tree 

recursively by checking the leaves of each CRF which 

significantly reduces computing time. The sequences of steps 

followed are, 

 

i. Datasets Partitioning 

ii. MRLB 

iii. MRViterbi  

 

 

i. Datasets Partitioning 

 
The CRF partitions the info set into M smaller sets and 

allocates every partitioned off subset to one map task. within 

the case of the Viterbi formula, the output of every map 

operate may be a partial state sequence for the native partition. 

Hence, we have a tendency to don't would like a combined 

output, and that we will save the scale back stage. The output 

of map that isn't any longer the intermediate result are going to 

be directly output and becomes the ultimate result. In 

MapReduce, the info set is split into several subsets, whose 

size depends on the amount of map tasks which will be run in 

parallel. to confirm the context {of every|of every} word in 

each sentence of Bio-NER, one sentence can't be split into 2 

map tasks. Additionally, so as to realize optimum resource 

utilization and minimize the necessity for replication, we are 

going to develop a load reconciliation technique to partition an 

outsized dataset.  

 

 
 
Where M denotes the amount of map tasks, and R resembles 

N mod M. we will divide the coaching information into M 

random subsets with about equal size. If N mod M = zero, 

each map tasks has one input split with [N/M] sentences. If N 

Mod M = zero, R map tasks have the input split with [N/M] 

sentences et al have the input split with [N/M] sentences. 

 

ii. MRLB 
 

Parameter estimation for giant dataset, the model can hugely 

increase the time consumption. Concerning ninetieth of the 

full computation time of L-BFGS is employed for the 

parameter estimation. If the   parameter estimation is 

accelerated, time consumption can slow down sharply. 

Therefore, the most a part of parallelization of the L-BFGS 

formula is parallelized objective operate gradient calculation. 

 

We can extract the factor as follows, 

 
iii. MRViterbi 

 
The MRViterbi partitions the info set into M smaller sets so as 

to balance the load and allocates every partitioned off subset 

to one map task, every map optimizes a partition in parallel. 

Within the Viterbi formula, the output of every map operate 

may be a partial state sequence for the native partition. Hence, 

no have to be compelled to mix the output and scale back 

method time is saved. The output of map that isn't any longer 

the intermediate result are going to be directly output and 

becomes the ultimate result. 

 

V.FREQUENT ITEMSET MINING 

 

Frequent items are an item that occurs frequently in the 

dataset. Frequent itemset mining (FIM) is a one of the core 

data mining operation. Frequent itemset mining is mainly used 

for market basket analysis. Consider an example a set of items 
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that contains bread and butter which always occurs frequently 

together. A traditional frequent itemset mining algorithms are 

Apriori and FP-growth algorithm. Apriori algorithm is a level-

wise iterative approach were k items are used to generate the 

k+1 items. Apriori algorithm consists of two steps join step 

and prune step. Initially candidate items are generated by 

joining process after that by checking the minimum support 

count frequent items will be generated. The process will be 

repeated until all k frequent items generation. However it has a 

disadvantage that many candidate items should generate which 

increases the computing time. To overcome that a pattern 

growth approach algorithm is proposed which significantly 

reduce the size of candidate sets. FP-Growth algorithm adopts 

a divide and conquers strategy for finding frequent itemsets. It 

also has some disadvantage that frequent items are generated 

by repeated scanning of database and recursive traversing of 

tree. 

i. Generating one Itemsets and K Itemsets 

ii. Generating Frequent K Itemsets 

 

i. Generating one Itemsets and K Itemsets 

Phase1 consists of two round of scanning the database. At the 

first round of scanning the database frequent one item will be 

generated based on the minimum support count. At the second 

round of scanning the database all k-items will be generated 

by pruning the infrequent items from each transaction. 

ii. Generating Frequent K Itemsets 

Phase2 consists of a two process decompose each ‘h’ itemsets 
into ‘k’ itemsets. After decomposing process the repetitive 
construction of K-CRF-Tree and all ‘k’ frequent itemsets are 
generated by checking the leaves of CRF-Tree where ‘k’ is 
from M down to 2. After decomposing process ‘k’ itemsets are 
generated that are used for the construction of K CRF Tree. 

Initially the root is labelled as null. 

Then each ‘k’ itemsets are inserted into the tree. If first 
frequent item exists as one of the children of the root, then it 

denote the child as a temporary 1
st
 root, if it is not exist then 

add a new node for this item as a child of the root node and 

denote it as temporary 1
st
 root. Then the s

th
 frequent item of 

the k itemset, where ‘s’ is from 2 to k - 1, check if the s
th

 

frequent item exists as the children of the temporary (s-1)
th
 

root, then denote the child as a temporary s
th

 root. If it does not 

exist, then add a new node under this item as a child of the 

temporary (s-1)
th

 root and denote it as a temporary s
th

 root. 

This process is repeated until K-CRF Tree is constructed. By 

checking the leaf node all k frequent items will be generated. 

 

VI. CATEGORICAL DATA 

 

Three groups of key words in MEDLINE by using GoPubMed 

are, 

  

i. First group is biological-process and disease,  

ii. Second group is cellular-component and disease, 

iii. Third group is molecular-function and disease.  

There are two effective parallel implementations currently, 

i.e., the CRF based on MPI (Message Passing Interface) and 

GPU (Graphics Processing Units). MPI and GPU are not 

suitable for large volumes of data in data-intensive 

applications. The drawback of MPI is communication delay in 

a big data environment for data-intensive applications, 

because a large amount of data are exchanged between a large 

number of nodes, and network communications will spend 

long time, such that the MPI method shows low performance. 

Due to the capacity limits of global memory and the 

bottleneck of data transmission for data intensive applications 

in a big date environment, the GPU method also shows low 

performance. Hadoop, an implementation of MapReduce, has 

a master-slave file system HDFS, which is the underlying 

support for the MapReduce data processing function. Hadoop 

can easily realize the computation of data storage migration 

computation”, thus greatly improve the computational 

efficiency of the system. MapReduce deals with huge amount 

of data, for data-intensive applications. Virtual machine 

instances are used in a public cloud to run Hadoop 

applications and the CPU instructions, memory space within a 

virtual machine have to be translated and mapped to its 

physical machine host. Therefore, the intermediate operation 

degrades the efficiency of running Hadoop jobs, and deploys 

them on physical machines directly. Meanwhile virtual 

machine templates enables public cloud running in Hadoop 

applications and more execution nodes can be instantiated. 

Therefore, the scalability capacity will be much better, but this 

is not the focus of this paper. To analyze the speed in a 

efficient way, a local cluster interacts with the virtualization 

hypervisor, reveals the real performance of Hadoop jobs. 

 
 VII. RESULTS AND DISCUSSIONS 
 

The experiment dataset is collected from different 

groups of key words in MEDLINE by using GoPubMed. The 

first group is biological process and disease, the second group 

is cellular-componentand disease, and the third group is 

molecular-function and disease. The unparallel CRF was 

carried out on a single machine.There are two effective 

parallel implementations currently, i.e., the CRF based on 

Message Passing Interface and Graphics Processing Units. 

However, they are not suitable for large volumes of data in 

data-intensive applications.  

 

A.  Message Parsing Interface and GPU 

 

The strongest weakness of MPI is communication 

latency in a big data environment for data-intensive 

applications, because a large amount of data are exchanged 

between a large number of nodes, and network 

communications will spend long time, such that the MPI 

method shows low performance. Due to the capacity limits of 

global memory and the bottleneck of data transmission for 

data-intensive applications in a big data environment, the GPU 

method also shows low performance. Hence, we have the 

proposed algorithm compared with the sequential CRF 

algorithm, but not compared with other parallel 

implementations of the algorithm.  
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B.  Hadoop to overcome weakness of MPI and GPU 

 

Hadoop 2.6.0, YARN (Yet Another Resource 

Negotiator) or MRv2 is a Next generation of map reduce, 

fundamental idea is to split up the two major functionalities 

Job Tracker, resource management and job scheduling into 

separate deamons. The idea is to have a global 

ResourceManager (RM) and per application 

ApplicationMaster(AP). The ResourceManager and per-node 

slave, the NodeManager (NM), cast the data-computation 

framework. The ResourceManager is the ultimate authority 

that arbitrates resources among all the applications in the 

system. The per-application ApplicationMaster is a framework 

specific library, engaged with the NodeManager(s) to execute 

and monitor the tasks and it negotiate resources from the 

ResourceManager. 

Hadoop, an implementation of MapReduce, has a 

master slave file system HDFS, which is the underlying, 

support for the MapReduce data processing function. With the 

HDFS, Hadoop can easily realize “computation to the data 
storage migration”, thus greatly improve the computational 
efficiency of the system. MapReduce can deal with huge 

amount of data, especially for data-intensive 

applications.Recognition of biomedical named entity using 

conditional random fields in this paper is a data-intensive 

application in the big data environment, so the Hadoop 

method is a suitable method.  

 

Virtual machine instances are usually used in a public 

cloud to run Hadoop applications. The CPU instructions and 

memory space within a virtual machine need to be translated 

and mapped to its physical machine host. Therefore, this 

intermediate operation degrades the efficiency of running 

Hadoop jobs  and deploy them on physical machines directly. 

Meanwhile running Hadoop applications on a public cloud can 

be enabled by virtual machine templates and more execution 

nodes can be instantiated. Therefore, the scalability capacity 

will be much better, but this is not the focus of this paper.  

 

C. MRCRF implementation 

 

 MRCRF is a combination of LBFGS and Virterbi 

algorithms where the dataset is divided into different chunks 

and the infrequent items are removed and merge the resultant 

from different chucks into single. Frequent item set mining is 

the process under these process and the non duplicate record 

means the not highly refereed or the biomedical field not been 

discussed or the documents not available for particular disease 

or molecular combination etc., all over the system.To analyze 

the speedup of IMRCRF in a more efficient way, a local 

cluster with less interaction with the virtualization hypervisor 

reveals the real performance of Hadoop jobs. A document of 

100000 records uploaded respectively, the dataset is divided 

into different chunks for mapreduce process. Minimum four 

chucks are used to achieve the better performance. 

 

D. PARAMETERS FOR EVALUATION 

 

 

The performance for proposed methods can 

be evaluated by using the following parameters. Parameters 

which are considered for evaluating the experiments are: 

 

i. Minimum support  

ii. Scalability  

 

i. Minimum Support Count 

 

Minimum support count plays the important role in mining 

frequent itemsets. When we increase the minimum support 

threshold the running time of the proposed algorithm reduces. 

A small minimum support slows down the performance of the 

evaluated algorithms. This is because an increasing number of 

items satisfy the small minimum support when the minsupport 

is decreased; it takes an increased amount of time to process 

the large number of items. 

 

 Fig 4 Execution time of four different minimum support counts. 

 

 

ii. Scalability 

 

In this experiment, we evaluate the scalability of the proposed 

algorithm when the size of input dataset grows dramatically. 

The parallel mining process is slowed down by the excessive 

data amount that has to be scanned twice. The increased 

dataset leads to a long scanning time. An output of the second 

MapReduce job are distributed and stored in intermediate files 

based on the length of itemset; these files are accessed by the 

third MapReduce job as an input. Further, the decomposed 

results are written into these external files. In summary, the 

scalability of the proposed algorithm is higher when it  

comesto parallel mining of an enormous amount of data.  

 

 
Fig 5 Running time of different sized datasets. 
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VIII.RELATED WORKS 

  

There has been some prior works proposed in the literaturefor 

accelerating CRF. These methods essentially gain acceleration 

by omitting important information of labels and losing 

accuracy. Pal et al. proposed a Sparse Forward Backward 

(SFB) algorithm, in which marginal distribution is compressed 

by approximating the true marginal using Kullback-Leibler 

(KL) divergence [25]. Cohn proposed a Tied Potential (TP) 

algorithm which constrains the labeling considered in each 

feature function, such that the functions can detect only a 

relatively small set of labels [2]. Both of these techniques 

efficiently compute the marginal with significantly reduced 

runtime, resulting in faster training and decoding of CRF. 

Although these methods could reduce computational time 

significantly, they train CRF only on a small data set. In order 

to handle large data, Jeong et al. proposed an efficient 

inference algorithm of CRF for large-scale natural language 

data which unified the SFB and TP approaches [11]. Lavergne 

et al. addressed the issue of training very large CRF, 

containing up to hundreds output labels and several billion 

features. Efficiency stems here from the sparsity induced by 

the use of penalty term [15]. However, none of these works 

described so far explore the idea of accelerating CRF in a 

parallel or distributed setting and thus their performance is 

limited by the resources of a single machine. Given that CRF 

is weak in processing massive data, the idea of parallelization 

is introduced into the algorithms. Xuan-Hieu et al. proposed a 

high-performance training method of CRF on large-scale data 

by using massively parallel computers [38]. In [19], a novel 

distributed training method of CRF is proposed by utilizing 

the clusters built from commodity computers. The method 

employs Message Passing Interface (MPI) and improves the 

time performanceon large datasets. Recently, in [21], an 

efficient parallel inference on structured data with CRF based 

on Graphics Processing Units (GPU) is introduced and it is 

testified that the approach is both practical and economical on 

very large data sets. These methods achieve significant 

reduction in computational time without losing accuracy. 

However, they are not suitable for a distributed cloud 

environment, where usually the communication cost is higher. 

In our approach,we overcome this limitation by a parallel 

implementation of CRF based on MapReduce which is 

suitable for huge data sets [32]. MapReduce is an excellent 

model for distributed computing on large data sets, which was 

introduced by Google in 2004. It is an abstraction that allows 

users to easily create parallel applications while hiding the 

details of data LI ET AL.: HADOOP RECOGNITION OF 

BIOMEDICAL NAMED ENTITY USING CONDITIONAL 

RANDOM FIELDS 3041 distribution, load balancing, and 

fault tolerance. At present, it is popular in text mining of 

various applications, especially natural language processing 

(NLP) [8], [31], [37].Laclavik et al. presented a pattern of 

annotation tool based on the MapReduce architecture to 

process large amount of text data [13]. Lin and Dyer discussed 

the processing method of data intensive text based on 

MapReduce, such as parallelization of EM algorithm and 

HMM model [18]. Palit and Reddy proposed two parallel 

boosting algorithms, i.e., ADABOOST.PL and 

LOGITBOOST.PL, scalable and parallel boosting with 

MapReduce [26]. 
 

IX.CONCLUSION 

 

To solve the scalability and efficiency in the existing parallel 

mining algorithms for frequent itemsets for frequent itemsets, 

we applied the parallel mining of frequent itemsets using 

Frequent Itemset Ultrametric Tree on MapReduce framework. 

We incorporate the Frequent Itemset Ultrametric Tree rather 

than conventional FP trees, thereby achieving compressed 

storage and avoiding the necessity to build conditional pattern 

bases. The proposed algorithm integrates three MapReduce 

jobs to accomplish parallel mining of frequent itemsets. At the 

end of the third MapReduce job all frequent K itemsets are 

generated. To evaluate the performance of the proposed 

MRCRF algorithm on MapReduce framework we use 

synthetic datasets in our experiments. The future research 

direction is the distributed cache technique is used to store the 

intermediate result of each MapReduce job which will 

significantly improves performance of parallel mining of 

frequent itemsets using MRCRF on MapReduce framework. 
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ABSTRACT- Data mining is the process of pattern 

discovery and extraction where huge amount of data 

is involved. Its applications can greatly benefit all 

parties involved in the healthcare industry. The huge 

amounts of data generated by healthcare 

transactions are too complex and voluminous to be 

processed and analyzed by traditional methods. It 

provides the methodology and technology to 

transform these mounds of data into useful 

information for decision making. Different 

techniques are used to find interesting patterns for 

medical diagnosis and treatment. Diabetes is a 

group of meta bolic disease in which there are high 

blood sugar levels over a prolonged period. 

Diabetes has affected over 246 million people 

worldwide with a majority of them being women. 

According to the WHO report, by 2025 this number 

is expected to rise to over 380 million. This paper 

concentrates on the overall literature survey related 

to various data mining techniques for predicting 

diabetes. This would help the researchers to know 

various data mining algorithm and method for the 

prediction of diabetes mellitus. In regard to this 

emerge, we have reviewed the various paper 

involved in this field in terms of method, algorithms 

and results.  

Keywords: Data Mining, Classification 

Techniques, Diabetes Mellitus, Neural Network and 

Health Care. 

 I INTRODUCTION 

The development of Information Technology has 

generated large amount of databases and huge data 

in various areas. The research in databases and 

information technology has given rise to an 

approach to store and manipulate this precious data 

for further decision making. Data mining is the 

extraction of hidden predictive information from 

large data bases. It is the computational process of 

discovering patterns in large datasets involving 

methods at the intersection of artificial intelligence, 

machine learning, statistics, and database systems. 

Classification is the processing of finding a set of 

models which describe and distinguish data classes 

or concepts. The derived model is based on the 

analysis of a set of training data. The derived model 

may be represented in various forms, such as 

classification (IF-THEN) rules, decision trees, 

mathematical formulae, or neural networks. The 

diabetes prediction and awareness system is 

developed and implemented using classification 

based data mining algorithm. It helps the user to 

know whether they are diabetic or non-diabetic. It 

mailto:anithavcw@gmail.com
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also raises awareness among the user and helps to 

keep track of their health status. 

II DIABETES DISEASE 

Diabetes describes a group of metabolic diseases 

in which the person has high blood glucose either 

because insulin production is inadequate, or because 

the body's cells do not respond properly to insulin, 

or both. Patients with high blood sugar will 

typically experience polyuria; they will become 

increasingly thirsty and hungry. Diabetes can be 

classified into three types. 

 Type 1 diabetes (insulin-dependent 

diabetes)  

 Type 2 diabetes (insulin resistance) 

 Gestational diabetes  
A. Determination of diabetes disease: 

Doctors can determine whether a patient has a 

normal metabolism, prediabetes or diabetes in one 

of three different ways - there are three possible 

tests:  

 The A1C test 

 The FPG (fasting plasma glucose) test 

 The OGTT (oral glucose tolerance test) 

Complications of diabetes are: 

Foot complications -  Skin complications - Heart 

problems-Hypertension - Mental health-

Neuropathy 

III LITERATURE SURVEY   

In this year 2014  Soumadip Ghosh  et.al. [1], “A 

NOVEL NEURO-FUZZY CLASSIFICATION 

TECHNIQUE FOR DATA MINING”, in this study, 

they proposed a novel Neuro-fuzzy classification 

technique for data mining. The inputs to the Neuro-

fuzzy classification system were fuzzified by 

applying generalized bell shaped membership 

function. The proposed method utilized a 

fuzzification matrix in which the input patterns were 

associated with a degree of membership to different 

classes. Their objective was to analyze the proposed 

method and, therefore compare its performance with 

two powerful supervised classification algorithms 

Radial Basis Function Neural Network (RBFNN) 

and Adaptive Neuro-fuzzy Inference System 

(ANFIS). They assessed the performance of these 

classification methods in terms of different 

performance measures such as accuracy, root-mean 

square error, kappa statistic, true positive rate, false 

positive rate, precision, recall, and f-measure. The 

results suggest that the proposed NFS classifier has 

the potential to significantly improve the 

conventional classification methods for use. 

In this year 2014 G.Keerthana et al. [2], 

“PERFORMANCE ENHANCEMENT OF 

CLASSIFIERS USING INTEGRATION OF 

CLUSTERING AND CLASSIFICATION 

TECHNIQUES”, in this paper, performance 

comparison of simple classification algorithms and 

integrated clustering and classification algorithms 

are carried out. It was found that the integrated 

clustering-classification technique was better than 

the simple classification technique. In this paper 

four different classifiers are integrated with the 

simple k-means clustering algorithm and density 

based clustering algorithm. This integration 

technique was applied on “Diabetes” data set. From 

the observation and analysis it was concluded that 

the performance of Density Based + NavieBayes is 

better than other algorithms.  

In this year 2015 Áurea Celeste Ribeiro et.al. [3],  

“DIABETES CLASSIFICATION USING A 

REDUNDANCY REDUCTION 
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PREPROCESSOR” This work proposes a 

classification methodology based on efficient 

coding of the input data, which is carried out by 

decreasing input data redundancy using well-known 

ICA algorithms, such as Fast ICA, JADE and 

INFOMAX. The classifier used in the task to 

discriminate diabetics from non-diabetics is the one 

class support vector machine. Classification tests 

were performed using noninvasive and invasive 

indicators. The results suggest that redundancy 

reduction increases one-class support vector 

machine performance when discriminating between 

diabetics and non diabetics up to an accuracy of 

98.47% while using all indicators. By using only 

noninvasive indicators, an accuracy of 98.28% was 

obtained. The ICA feature extraction improves the 

performance of the classifier in the data set because 

it reduces the statistical dependence of the collected 

data, which increases the ability of the classifier to 

find accurate class boundaries. 

In this year 2015 M.Mounika et.al. [4], 

“PREDICTIVE ANALYSIS OF DIABETIC 

TREATMENT USING CLASSIFICATION 

ALGORITHM”, The data mining tool and 

classification algorithm is applied to clinical 

datasets for the prediction of blood glucose level. he 

successful diabetic treatment and effective 

classification calculation for predictions are 

discussed. It is cleared that drug prescription is 

effective for old age groups with type-2 diabetes, 

drug prescription and dietary controls is effective 

for adult age groups where as young age groups 

need to concentrate on other factors such as dietary 

controls, physical exercise, smoke cessation and 

insulin. Therefore this prediction gives a positive 

mode of treatment for different age groups. 

Classification algorithm such as Naïve Bayes, OneR 

and ZeroR is applied to diabetes datasets collected 

from the clinic and blood sugar level for young, old 

and adult patients is predicted using the rule 

generated by each models. This experiment shows 

that Naïve Bayes is the fastest and ZeroR is the 

slowest. The performance comparison is found 

using weka data mining tool.  

In this year 2016 S.Poonkuzhali et.al. [5], 

“DESIGN OF A DATA ANALYTICS MODEL TO 

PREDICT DIABETES USING MACHINE 

LEARNING TECHNIQUES” the proposed data 

analytics system will use a hybrid classifier model 

that uses two different data mining classification 

techniques to classify the disease. The prediction of 

individual instance of data is done by a machine 

learning framework that uses Artificial Neural 

Networks. A Multilayer Perceptron Neural Network 

is created and it is trained using Back Propagation 

Algorithm that will classify the patients tested 

positive as 1 and patients tested negative as 0. This 

trained neural network gave a total mean square 

error of 0.1213 on test. The system thus produced a 

recognition rate of 80%. 

This research work aims at providing an automated 

diagnosis system which works at a very high 

recognition rate than the previous systems. Early 

diagnosis of the disease can help the patient avoid 

the severe health complications due to diabetes. 

This will help the patients to take continuous care of 

their health by properly following the physician’s 

advice. This system helps in early diagnosis of this 

disease. This Artificial Neural Network trained with 

back propagation resulted in 80% recognition rate 

which is found to be slightly higher. 



 
http://www.ijcsjournal.com              Volume 5, Issue 1, No 8, 2017                     ISSN: 2348-6600 

Reference ID: IJCS-194                                                                                                         PAGE NO: 1190-1194 

 

Sri Vasavi College, Erode Self-Finance Wing                                            3rd
 February 2017 

                    National Conference on Computer and Communication NCCC’17 

http://www.srivasavi.ac.in/                                                                                        nccc2017@gmail.com 

 

All Rights Reserved ©2017 International Journal of Computer Science (IJCS Journal)  &  

Department of Computer Science, Sri Vasavi College, Erode, Self-Finance Wing, Erode, Tamil Nadu, INDIA   

Published by SK Research Group of Companies (SKRGC) - Scholarly Peer Reviewed Research Journals 
 http://www.skrgcpublication.org/                                                                                                                                 Page 1193 

In this year 2016 Mehrbakhsh Nilashi et.al. [6], 

“A SOFT COMPUTING APPROACH FOR 

DIABETES DISEASE CLASSIFICATION” The 

aim of this study is to classify diabetes disease by 

developing an intelligence system using machine 

learning techniques. In this method is developed 

through clustering, noise removal and classification 

approaches. Accordingly, we use expectation 

maximization, principal component analysis and 

support vector machine for clustering, noise 

removal and classification tasks, respectively. They 

also develop the proposed method for incremental 

situation by applying the incremental principal 

component analysis and incremental support vector 

machine for incremental learning of data. 

Experimental results on Pima Indian Diabetes 

dataset show that proposed method remarkably 

improves the accuracy of prediction and reduces 

computation time in relation to the non-incremental 

approaches. The hybrid intelligent system can assist 

medical practitioners in the healthcare practice as a 

decision support system. 

 In year 2016 Dr. Meena Arora et.al. [7],  

“RANDOM FOREST V/S SCALED CONJUGATE 

GRADIENT TO PREDICT DIABETES 

MELLITUS”, this study takes after the procedures 

utilizing random forest tree as a base learner 

alongside standalone information mining procedure 

scaled conjugate gradient to characterize patients 

with diabetes mellitus utilizing diabetes hazard 

variables. This characterization is done crosswise 

over three diverse ordinal grown-ups bunches in 

PIMA Indian dataset. Test result demonstrates that, 

general execution of adaboost group strategy is 

superior to anything sacking and in addition 

standalone random forest tree. They can be utilized 

for the investigation of vital clinical parameters, 

expectation of different maladies, estimating errands 

in solution, extraction of medicinal learning, 

treatment arranging backing and patient 

administration. Various calculations were proposed 

for the expectation and determination of diabetes. 

These calculations give more precision than the 

accessible customary frameworks. This paper 

incorporates calculations of random forest tree and 

scaled conjugate gradient. From the perception SCG 

have the slightest characterization exactness and 

Random forest tree give the better grouping 

precision results. 

IV CONCLUSION 

Data mining has played an important role in 

diabetes research. Data mining would be a valuable 

asset for diabetes researchers because it can unearth 

hidden knowledge from a huge amount of diabetes-

related data. We believe that data mining can 

significantly help diabetes research and ultimately 

improve the quality of health care for diabetes 

patients. Improving the quality of patient care and 

reducing healthcare costs are the ideal goals of 

many programs. Data mining has helped these 

programs succeed. Healthcare facilities and groups 

use data mining tools to reach better patient-related 

decisions. Patient satisfaction is improved because 

data mining provides information that will help staff 

with patient interactions by recognizing usage 

patterns, current and future needs, and patient 

preferences. 
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ABSTRACT-  The objective of our work is to 

analyze various data mining tools and techniques in 

health care domain that can be employed in 

prediction of heart disease system and their 

efficient diagnosis.There is a growing need in the 

health care scenario to store and organize sizeable 

clinical data, analyze the data, assist the health care 

professionals in decision making, and develop data 

mining methodologies to mine hidden patterns and 

discover new knowledge from clinical data. 

Healthcare industry today generates large amounts 

ofcomplex data about patients, hospitals resources, 

diseasediagnosis, electronic patient records, 

medical devices etc.The large amounts of data are a 

key resource to beprocessed and analyzed for 

knowledge extraction thatenables support for cost-

savings and decision making.Data miningbrings a 

set of tools and techniques that can be applied to 

thisprocessed data to discover hidden patternsthat 

provide healthcare professionals an additional 

source ofknowledge for making decisions. 
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Classification techniques are greatly deployed in 

several application domains for the purpose of 

classification, estimation and prediction. In this 

paper we survey different papers in which one or 

more algorithms of data mining used for the 

prediction of heart disease. 

Keywords:Data Mining, Heart Disease, Health 

Care, Classification Techniques  

I. Introduction 

  

Data mining is a collection of techniques for 

efficient automated discovery of previously 

unknown, valid, novel, useful and understandable 

patterns in large databases.  The patterns must be 

actionable so that they may be used in an 

enterprise’s decision making process.  Data mining 

is often a complex process and may require a 

variety of steps before some useful results are 

obtained.  Often data pre-processing including data 

cleaning may be needed.  In some cases, sampling 

of data and testing of various hypothesis may be 

required before data mining can start.  Data mining 

has found many applications in the last few years 

for a number of reasons such as growth in OLTP 

data, growth in data due to cards, growth in data 

due to the web, growth in data due to other sources, 

growth in data storage capacity, decline in the cost 

of processing, availability of software.  A typical 

data mining process include requirement analysis, 

data selection and collection, cleaning and 

preparing data, data mining exploration and 

validation, implementing , evaluating and 

monitoring , results visualization. 

Cardiovascular Disease 

Heart diseases are one of the leading causes of 

death for men and women. Heart disease, also 

known as cardiovascular disease, refers to diseases 

that affect or involve the heart, the blood vessels 

(which include the arteries, capillaries and the 

veins) or both. In short, they affect the 

cardiovascular or circulatory system of the body. 

The cardiovascular system enables the movement 

of oxygenated blood from the heart to different 

parts of the body through arteries and 

deoxygenated blood back to the heart through 

veins. There are many types of heart diseases in 

India and it is necessary for every individual to be 

aware of them. Coronary artery disease, angina and 
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valvular heart diseases are some of the heart 

diseases that are often seen.  There are several 

ways to recognize heart diseases such as heart 

attacks and quite a few ways to control or prevent 

them. 

Types of cardiovascular disease    

1 Coronary heart disease  

2  Stroke (cerebrovascular disease)   

3  Rheumatic heart disease   

4  Deep vein thrombosis and 

pulmonary embolism   

5  Congenital heart disease   

Causes of Heart Diseases 

The different factors that cause heart 

diseases are: 

• Smoking 

• Lack of sleep 

• High blood pressure 

• High cholesterol levels 

• Diabetes 

• No or limited physical activity 

• Unhealthy eating habits 

• Overconsumption of alcohol 

• Depression and mental stress 

• Pollution 

II. Literature Review 

In year 2008, LathaParthiban, et. al. [8] performed 

work, “Intelligent Heart Disease Prediction System 

using CANFIS and Genetic Algorithm”. In this 

paper, a new approach based on coactive neuro-

fuzzy inference system (CANFIS) was presented 

for prediction of heart disease. The proposed 

CANFIS model combined the neural network 

adaptive capabilities and the fuzzy logic qualitative 

approach which is then integrated with genetic 

algorithm to diagnose the presence of the disease. 

The performances of the CANFIS model were 

evaluated in terms of training performances and 

classification accuracies and the results showed 

that the proposed CANFIS model has great 

potential in predicting the heart disease. 

In year 2012, Chaitrali S. Dangare, et. al. [2] 

performed work, “Improved Study of Heart 

Disease Prediction System using Data Mining 

Classification Techniques“. This paper has 

analyzed prediction systems for Heart disease 

using more number of input attributes. The system 

uses medical attributes such as sex, blood pressure, 
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cholesterol like 13 attributes to predict the 

likelihood of patient getting a Heart disease. Until 

now, 13 attributes are used for prediction. This 

research paper added two more attributes i.e. 

obesity and smoking. The data mining 

classification techniques, namely Decision Trees, 

Naive Bayes, and Neural Networks are analyzed on 

Heart disease database. The performance of these 

techniques is compared, based on accuracy.This 

analysis shows that out of these three classification 

models Neural Networks predicts Heart disease 

with highest accuracy.  

In year 2013, K.Rajeswari  et. al. [10] “Feature 

Selection for Classification in Medical Data 

Mining“.In this paper they have analyzed the 

approach of feature selection for classification and 

also presented a novel approach for the feature 

selection by using association and correlation 

mechanism. The aim of this paper is to select the 

correlated features or attributes of medical dataset 

so that patient need not to go for many tests and in 

future it is used for preparing the clinical decision 

support system which is helpful for decision 

making of disease prediction in a cheaper way. 

Other approach is mentioned in this paper is after 

removal of some attributes accuracy of classifier is 

also improved which support our statement of 

disease prediction in cheaper way by avoiding all 

unwanted tests for disease prediction. By using 

association rules and correlation attributes features 

can be selected. As medical field contains large 

number of attributes and information so 

dimensionality reduction is must now. The 

accuracy of classifiers after removal of attributes is 

discussed in this paper.  

In year 2013 VikasChaurasiaet, et. al. [14] 

performed work “Early Prediction of Heart 

Diseases Using Data Mining Techniques“. The 

main objective of this manuscript is to report on a 

research project where they took advantage of 

those available technological advancements to 

develop prediction models for heart disease 

survivability. They used three popular data mining 

algorithms CART (Classificationand Regression 

Tree), ID3 (Iterative Dichotomized 3) and decision 

table (DT) extracted from a decision tree or rule-

based classifier to develop the prediction models 

using a large dataset. They used 10-fold cross 
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validation methods to measure the unbiased 

estimate.Observation shows that CART 

performance is havingmore accuracy, when 

compared with other two classification methods. 

In year 2013 ,M.Akhiljabbar et. al. [1] 

“Classification of Heart Disease Using K- Nearest 

Neighbor and Genetic Algorithm”. In this paper 

they propose a new algorithm which combines 

KNN with genetic algorithm for effective 

classification. Genetic algorithms perform global 

search in complex large and multimodal landscapes 

and provide optimal solution. Experimental results 

shows that our algorithm enhance the accuracy in 

diagnosis of heart disease. In this paper they have 

presented a novel approach for classifying heart 

disease. As a way to validate the proposed method, 

they have tested with emphasis on heart disease on 

A.P besides other machine learning data sets taken 

from UCI repository. Experimental results carried 

out on 7 data sets show that our approach is a 

competitive method for classification. This 

prediction model helps the doctors in efficient heart 

disease diagnosis process with fewer attributes. 

Heart disease is the most common contributor of 

mortality in India and in Andhra Pradesh. 

Identification of major risk factors and developing 

decision support system, and effective control 

measures and health education programs will 

decline in the heart disease mortality. 

In year 2014, Mohini D Patilet.et. al. [9] “Effective 

Classification after Dimension Reduction: A 

Comparative Study “.  The paper discusses in brief 

about the dimension reduction techniques. It also 

describes the system developed for dimension 

reduction and use of the tool WEKA for dimension 

reduction and preprocessing. Finally a comparative 

study of the results obtained by the system and 

WEKA is done. They have presented a 

comparative study on dimension reduction. Firstly 

they discussed the concept of dimension reduction, 

its need and areas of application. Then they 

focused upon some of the techniques used for 

reducing dimensions. And this is possible because 

of the fuzzy rough theory which helps to increase 

the accuracy and also the use of neural network 

classifiers which provide a good performance.   

In year 2015, [13]S. Udhaya kumara, et.al. “A 

Novel Neighborhood Rough set Based 
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Classification Approach for Medical Diagnosis”. In 

this study, a novel neighborhood rough set 

classification approach is presented to deal with 

medical datasets. Fivebenchmarked medical 

datasets have been used in this research work for 

studying the impact of proposed work in 

decisionmaking.Experimentalresultof the proposed 

classification algorithm is compared with other 

existing approaches such as rough set,nearest 

neighbor, support vector machine, Back 

propagation algorithm and multilayer perceptron to 

conclude that theproposed approach is cheaper way 

for disease prediction and decision making. The 

performance of classification algorithmsmeasured 

based on various classification accuracy measures. 

In year 2015, R. Kavithaet. al. [6] “A Framework 

for Heart Disease Prediction Using K nearest 

Neighbor Algorithm”. This study proposes a 

framework to develop a heart disease prediction 

process using k-nearest neighborwith wrapper 

filter. Heart disease diagnosis is mostly done with 

doctor’s knowledge and practice. But the cost 

spentby the patients are more in order to take test 

in which all the test does not contribute towards 

effective diagnosis ofdisease. The feature which 

contributes towards effective diagnosis istermed as 

critical feature.  In this study proposes a framework 

to find the subset of critical feature using K 

nearestneighbor and wrapper filter. This in turn 

produces a prediction model. Finally they exhibit 

the ideas of diagnosingheart disease with critical 

feature.This prediction model helps the experts in 

efficientdecision making process with fewer 

attributes todiagnose the heart disease. 

In year 2015 A. Shaikhet. al.  [12] “Performance 

Evaluation of Classification Methods for Heart 

Disease Dataset”.This paper evaluates the 

performance of three basic classifiers such as k-

NN, Naïve Bayesian and Decision Tree for medical 

data, which has been acquired from online machine 

learning repositories. Decision Tree classifier 

predicts poorly for the sparse dataset, specially, 

when dataset comprises of varying attribute values. 

To evaluate the performance of each different 

classification method the dataset has been 

portioned into three different cases. Thus, aim is to 

evaluate each learning algorithm at different 

variations related to highly dimensional data. The 
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experimental results based on the considereddataset 

represent that k-NN predicted the significantly 

better results than Naïve Bayesian. Decision Tree 

produced less accurate results. 

In year 2016, S. Kiruthika Devi, et. al [7]  

“Prediction of Heart Disease using Data Mining 

Techniques”. In this paper data mining 

classification techniques in the field of health care 

addressed are namely Decision trees, Naive Bayes, 

Neural Networks and Support Vector Machines. 

Hybridizing or combining any of these algorithms 

helps to make decisions quicker and more precise. 

Using advanced data mining techniques to 

excavate valuable information has been considered 

as an activist approach to improve the quality and 

accuracy of healthcare service while lowering the 

healthcare cost and diagnosis time. Using this 

technique presence of heart disease can be 

predicted accurately.  

III. Conclusion 

As the heart disease patients are increasing world-

wide each year and huge amounts of data is 

available for research, researchers are using data 

mining techniques in the diagnosis of heart disease. 

Feature selection really helpful for dimensionality 

reduction and also for building cost effective model 

for disease prediction. Analysis presented by 

different researcher’s shows that different data 

mining techniques and classifiers are defined in 

this work which has emerged in recent years for 

efficient and effective heart disease diagnosis. The 

analysis shows that using different techniques and 

taking different number of attributes we get 

different accuracies for predicting heart diseases. 

Taking analysis from some papers published by the 

researcher’s it is shown that techniques such as 

neural networks give best accuracy in predicting 

heart diseases thanother techniques. 
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Abstract 

Designing online learning involves choosing components which help enhance student learning and 

allow learners to engage with the content. In institutions of higher education, the issue of utilizing modern 

information and communication technologies for teaching and learning is very important. It looks at the 

meaning or definitions of e-learning as given by different researchers and the role that e-learning plays in higher 

educational institutions in relation to teaching and learning processes, and the advantages and disadvantages of 

its adoption and implementation. This can help instructors to design courses more effectively, detect anomalies, 

inspire and direct further research, and help students use resources more efficiently. Additionally, quantitative 

and qualitative data will be collected to evaluate the outcome and effectiveness of the online courses. Our long 

term objective is to create a full featured learning system targeted for academic environment. 

Keywords: e-learning, Micro-learning, Gamification, Technologies, synchronous and asynchronous, ADDIE 

model, Benefits and Drawbacks  

 

Introduction 
E-learning is a computer based educational tool or system that enables you to learn anywhere and at any 

time. Today e-learning is mostly delivered though the internet, although in the past it was delivered using a 

blend of computer-based methods like CD-ROM. Technology has advanced so much that the geographical gap 

is bridged with the use of tools that make you feel as if you are inside the classroom. E-learning offers the 

ability to share material in all kinds of formats such as videos, slideshows, word documents and PDFs. 

Conducting webinars (live online classes) and communicating with professors via chat and message forums is 

also an option available to users.  

E-learning provides the learners with the ability to fit learning around their lifestyles, effectively allowing 

even the busiest person to further a career and gain new qualifications. Some of the most important 

developments in education have happened since the launch of the internet. These days’ learners are well versed 

in the use of smartphones, text messaging and using the internet so participating in and running an online course 

has become a simple affair. Message boards, social media and various other means of online communication 

allow learners to keep in touch and discuss course related matters, whilst providing for a sense of community.  

In the fast-paced world of e-learning the available technologies to make a course exciting are always 

changing, and course content can and should be updated quickly to give students the very latest information. 

This is one of the reasons why many businesses are now offering training via e-learning - other reasons includes 

low costs and the ability for employees to study in their own time and place. Overall, traditional learning is 

expensive, takes a long time and the results can vary. E-learning offers an alternative that is faster, cheaper and 

potentially better.  

 

Benefits of E-Learning 

Whether you're a high-school teacher looking to engage your students in a more interactive way, or a 

corporate trainer hired by a large company to design training curricula, e-learning packs a punch when it comes 

to benefits that make the creation and delivery processes easier and hassle-free. Important benefits are outlined 

below:  

 

No Boundaries, No Restrictions  
Along with locational restrictions, time is one of the issues that learners and teachers both have to face 

in learning. In the case of face-to-face learning, the location limits attendance to a group of learners who have 

the ability to participate in the area, and in the case of time, it limits the crowd to those who can attend at a 

specific time. E-learning, on the other hand, facilitates learning without having to organize when and where 

everyone who is interested in a course can be present.  

 

More Fun  
Designing a course in a way that makes it interactive and fun through the use of multimedia or the 

more recently developed methods of gamification enhances not only your engagement factor, but also the 

relative lifetime of the course material in question.  

 

Cost Effective  



 

55 | P a g e  

 

 

 

Journal of Management and Science   ISSN: 2249-1260 | e-ISSN: 2250-1819 | Impact Factor: 0.654 | Quality Factor: 1:30 | Vol.1 | Feb 2017                                               

This is directed to both learners and teachers, but there is a good chance that whatever your role you 

had to pay exorbitant amounts of money at some point to acquire updated versions of textbooks for school or 

college. While textbooks often become obsolete after a certain period of time, the need to constantly acquire 

new editions is not present in e-learning. 

 

Expected Benefits 

It is intended to enrich and complete the traditional face-to-face teaching and learning in control with 

highly interactive, self-learning tools, including hypertext, exercise bases, simulations, and virtual and remote 

laboratories. It also seen as a substitution for traditional face-to face teaching and learning, providing open 

distance learning in the context of continuing education. Successful e-Learning students share certain qualities 

and abilities. 

They are 

 

• E-Learning requires motivation and self-discipline. Successful e-Learning students are able to study 

independently and incorporate study time into their busy lives. Students should set aside regular study time. e-

Learning requires a real commitment to keep up with the flow of the process and to finish within the required 

period of time. 

 

• Define your goals and plan for success. Define your goals and objectives for your e-Learning experience. 

Understand the requirements and plan ahead so that you will know what’s expected of you and how your 

performance will be evaluated. 

 

• e-Learning requires good reading and writing skills. The ability to efficiently read and interpret instructions 

is a critical skill in e-Learning. Most activities and communications are also written, so it is important to be 

comfortable with your ability to express yourself through writing. 

 

• Incorporate work, life, and other educational experiences as part of the learning process. e-Learning 

requires the student to make inferences based on experience as well as facts. Meaningful reflection and critical 

analysis of information are an essential part of the learning process. Look for opportunities to apply what you 

have learned in your life. 

 

• Be willing and able to commit adequate time to the e-Learning process. e- Learning is a convenient way to 

receive education and training, but it is not easier than the traditional educational process. In fact, it often 

requires more time and commitment. 

 

• Have access to the necessary equipment and create some personal space. It is important that you have a 

place to study in a peaceful and focused manner. To be a successful e-Learner you must believe that meaningful, 

high quality learning can take place without a traditional classroom. When properly designed and executed, e-

Learning is a highly effective and rewarding learning environment.  

 

E-Learning vs. Traditional Learning 

E-Learning, in comparison with traditional learning, significantly reduces the time needed to locate 

information. It also offers access to online resources, databases, periodicals, journals and other material you 

wouldn't normally have access to from a library. If a student has trouble understanding part of the coursework, 

finding tips on the matter couldn't be easier than having immediate access to supplementary, unlimited and 

mostly free material online! Those characteristics can potentially maximize the time spent actually learning 

rather than looking for information. 

 

The future of e-learning  

E-learning is here to stay. As computer ownership grows across the globe e-learning becomes 

increasingly viable and accessible. Internet connection speeds are increasing, and with that, opportunities for 

more multimedia training methods arise. With the immense improvement of mobile networks in the past few 

years and the increase in telecommuting, taking all the awesome features of e-learning on the road is a reality 

with smartphones and other portable devices. Technologies such as social media are also transforming education 

constantly. Generally speaking, learning is expensive, takes a long time and the results can vary.  

E-learning has been trying for years now to complement the way we learn to make it more effective 

and measurable. The result now being that there are a number of tools that help create interactive courses, 
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standardize the learning process and/or inject informal elements to otherwise formal learning processes. Several 

e-learning trends give us a view to how e-learning and learning tools will be shaped in the future:  

 

Micro-learning focuses on the design of micro-learning activities through micro-steps in digital media 

environments, which already is a daily reality for today's knowledge workers. Micro-learning is an important 

paradigm shift that avoids the need to have separate learning sessions since the learning process is embedded in 

the daily routine of the end-user. It is also perfectly suited for mobile devices where long courses can be 

overkill.  

 

Gamification is the use of game thinking and game mechanics in a non-game context to engage users and solve 

problems.  

 

Personalized Learning is the tailoring of pedagogy, curriculum and learning environments to meet the needs 

and aspirations of individual learners. Personalization is broader than just individualization or differentiation in 

that it affords the learner a degree of choice about what is learned, when it is learned and how it is learned.  

 

Synchronous e-learning vs. asynchronous e-learning  

In today’s e-learning environment the type of learning that takes place is generally divided into one of 

two categories: synchronous and asynchronous. Both strategies have their own pros and cons, and the 

technique that is right for a student greatly depends upon their method of absorbing the information that is being 

provided.  

 

What is synchronous learning?  
Examples of synchronous e-learning are online chat and videoconferencing. Any learning tool that is in 

real-time, such as instant messaging that allows students and teachers to ask and answer questions immediately, 

is synchronous. Rather than learning on their own, students who participate in synchronous learning courses are 

able to interact with other students and their teachers during the lesson.  

The main benefit of synchronous learning is that it enables students to avoid feelings of isolation since 

they are in communication with others throughout the learning process. However synchronous learning is not as 

flexible in terms of time as students would have to set aside a specific time slot in order to attend a live teaching 

session or online course in real-time. So it may not be ideal for those who already have busy schedules.  

 

What is asynchronous learning?  
Asynchronous learning on the other hand can be carried out even when the student or teacher is offline. 

Coursework and communications delivered via web, email and messages posted on community forums are 

perfect examples of asynchronous e-learning. In these instances, students will typically complete the lessons on 

their own and merely use the internet as a support tool rather than venturing online solely for interactive classes.  

A student is able to follow the curriculum at their own pace without having to worry about scheduling 

conflicts. This may be a perfect option for users who enjoy taking their time with each lesson plan in the 

curriculum and would prefer to research topics on their own. However, those who lack the motivation to do the 

coursework on their own may find that they do not receive significant benefit from asynchronous learning. 

Asynchronous learning can also lead to feelings of isolation, as there is no real interactive educational 

environment.  

 

Technologies used in e-learning  

E-learning makes use of many technologies - some of which have been developed specifically for it, 

whilst others conveniently complemented the learning process, for example computer games. Communication 

technologies are also widely used in e-learning.  

Technologies to improve the quality of content are manifold. Software such as Flash and PowerPoint 

will help you make your presentations slick and interesting, with high quality, graphically rich content. There 

are word processing packages and HTML editors available these days that make formatting your text or web 

pages a breeze, removing a lot of the complexity. There are also lots of online services available that you can 

use to create interactive elements for your courses such as quizzes and games. 

 

Analysis of e-Learning 

• To develop student independence and responsibility for own learning  

• To give students drill and practice exercises  

• To make the learning process more interesting and engaging.  
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These goals include using e-learning for more traditional efforts to improve student academic 

performance as well as newer objectives related to the development of technical and social skills important in 

the marketplace. Thus e-learning programs are expected to influence a broad array of skills, and due to their 

potential to affect the educational system—from pedagogy to curriculum—their integration needs to be done at 

multiple levels of the educational system. Their research demonstrated positive results on student learning and 

curriculum delivery. The evaluation of student and teacher outcomes are summarized below:  

Student Outcomes:  

• laptops lead to more student writing and to writing of higher quality  

• laptops increase access to information and improve research analysis skills.  

Laptop Students…  

• spend more time engaging in collaborative work than non-laptop students  

• participate in more project-based instruction  

• become collaborators (interact with each other about their work)  

• direct their own learning  

• report a greater reliance on active learning strategies  

• readily engage in problem solving and critical thinking  

• consistently show deeper and more flexible uses of technology  

• spend more time doing homework on computers.  

Teacher Outcomes:  

• Teachers who use laptops use a more constructivist approach to teaching  

• Teachers who use laptops feel more empowered in their classrooms  

• Teachers who use laptops spend less time lecturing. 

 

ADDIE model 
Well-developed e-learning courses can be delivered many times to different learners using the same 

materials. In addition, individual course components (e.g. units, lessons and media elements such as graphics 

and animations) can be reused in different contexts. For example, interactive e-lessons developed for a given 

self-paced e- learning course can be integrated into facilitated courses or can become part of another self-paced 

e-learning curriculum. 

An instructional design model can be used to define the activities that will guide e-learning 

development projects. Instructional design is the systematic development of specifications using learning and 

instructional theory to ensure the quality of training. In job‑related training, the aim of instructional design is to 

improve employee performance and to increase organizational efficiency and effectiveness. 

There are many instructional systems design models, most of which are based on popular ones such as 

the ADDIE model, which is diagrammed below. The ADDIE model includes five stages: Analysis, Design, 

Development, Implementation and Evaluation. The five stages in the ADDIE process are described below: 

 

Analysis 

A needs analysis should be conducted at the start of any development effort to determine whether: 

training is required to fill a gap in professional knowledge and skills; and e-learning is the best solution to 

deliver the training. The needs analysis allows the identification of general, high-level course goals. Target 

audience analysis is another crucial step. The design and delivery of e-learning will be influenced by key 

characteristics of the learners (e.g. their previous knowledge and skills, geographical provenience, learning 

context and access to technology). Analysis also is needed to determine the course content: 

>> Task analysis identifies the job tasks that learners should learn or improve and the knowledge 

and skills that need to be developed or reinforced. This type of analysis is mainly used in 

courses designed to build specific job-related skills (also called “perform courses”). 

>> Topic analysis is carried out to identify and classify the course content. This is typical of those courses that 

are primarily designed to provide information (also called “inform courses”). 

 

Design  

The design stage encompasses the following activities: 

>> formulating a set of learning objectives required to achieve the general, high-level course objective; 

>> defining the order in which the objectives should be achieved (sequencing); and 

>> selecting instructional, media, evaluation and delivery strategies. 

Adapting existing models to match specific needs is wiser than proceeding without any plan. However, 

flexibility is needed to select and adapt a model to a given situation. E-learning projects vary considerably in 

complexity and size. The process described below is comprehensive – it covers all the options that can be 
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included in a complex learning project. However, some of the steps can be skipped or simplified according to 

project’s objectives and requirements, such as budget, expertise or organizational constraints. 

The outcome of the design stage is a blueprint that will be used as a reference to develop the course. 

The blueprint illustrates the curriculum structure (e.g. its organization in courses, units, lessons, activities); the 

learning objectives associated with each unit; and the delivery methods and formats (e.g. interactive self‑paced 

materials, synchronous and/or asynchronous collaborative activities) to deliver each unit. 

 

 

 

 

Development 

In this stage, the e-learning content is actually produced. The content can vary considerably, depending 

on the available resources. For example, e-learning content may consist of only simpler materials (i.e. those with 

little or no interactivity or multimedia, such as structured PDF documents) which can be combined with other 

materials (e.g. audio or video files), assignments and tests. In that situation, storyboard development and the 

development of media and electronic interactions would not be conducted. The development of multimedia 

interactive content is comprised of three main steps: 

>> content development: writing or collecting all the required knowledge and information; 

>> storyboard development: integrating instructional methods (all the pedagogical elements needed to support 

the learning process) and media elements. This is done by developing the storyboard, a document that describes 

all the components of the final interactive products, including images, text, interactions, assessment tests; and 

>> courseware development: developing media and interactive components, producing the course in different 

formats for CD-Rom and Web delivery and integrating the content elements into a learning platform that 

learners can access. 

 

Implementation 

At this stage the course is delivered to learners. The courseware is installed on a server and made 

accessible for learners. In facilitated and instructor-led courses, this stage also includes managing and 

facilitating learners’ activities. 

 

Evaluation 

An e-learning project can be evaluated for specific evaluation purposes. You may want to 

evaluate learners’ reactions, the achievement of learning objectives, the transfer of job‑related 

knowledge and skills, and the impact of the project on the organization. 

 

Advantages or Benefits of E-learning 

The adoption of E-learning in education, especially for higher educational institutions has several 

benefits, and given its several advantages and benefits, e-learning is considered among the best methods of 

education. Some of the advantages that the adoption of eLearning in education, obtained from review of 

literature includes the following: 

1. It is flexible when issues of time and place are taken into consideration. Every student has the luxury of 

choosing the place and time that suits him/her. The adoption of e-learning provides the institutions as well as 

their students or learners the much flexibility of time and place of delivery or receipt of according to learning 

information. 

2. E-learning enhances the efficacy of knowledge and qualifications via ease of access to a huge amount of 

information. 

3. It is able to provide opportunities for relations between learners by the use of discussion forums. Through 

this, e-learning helps eliminate barriers that have the potential of hindering participation including the fear of 

talking to other learners. E-learning motivates students to interact with other, as well as exchange and respect 

different point of views. ELearning eases communication and also improves the relationships that sustain 

learning. e-Learning makes available extra prospects for interactivity between students and teachers during 

content delivery. 

4. E-learning is cost effective in the sense that there is no need for the students or learners to travel. It is also 

cost effective in the sense that it offers opportunities for learning for maximum number of learners with no need 

for many buildings. 

5. E-learning always takes into consideration the individual learners differences. Some learners, or instance 

prefer to concentrate on certain parts of the course, while others are prepared to review the entire course. 
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6. E-learning helps compensate for scarcities of academic staff, including instructors or teachers as well as 

facilitators, lab technicians etc. 

7. The use of e-Learning allows self-pacing. For instance the asynchronous way permits each student to study at 

his or her own pace and speed whether slow or quick. It therefore increases satisfaction and decreases stress. 

 

Disadvantages of E-learning 

E-learning, in spite of the advantages that it has when adopted in education, also has some disadvantages. The 

disadvantages of e-learning that have been given by studies include the following: 

1. E-learning as a method of education makes the learners undergo contemplation, remoteness, as well as lack of 

interaction or relation. It therefore requires a very strong inspiration as well as skills with to the management of 

time in order to reduce such effects. 

2. With respect to clarifications, offer of explanations, as well as interpretations, the e-learning method might be 

less effective that the traditional method of learning. The learning process is much easier with the use of the face 

to face encounter with the instructors or teachers. 

3. When it comes to improvement in communication skills of learners, e-learning as a method might have a 

negative effect. The learners. Though might have an excellent knowledge in academics, they may not possess 

the needed skills to deliver their acquired knowledge to others. 

4. Since tests for assessments in e-learning are possibly done with the use of proxy, it will be difficult, if not 

impossible to control or regulate bad activities like cheating.  

5. E-learning may also probably be misled to piracy and plagiarism, predisposed by inadequate selection skills, 

as well as the ease of copy and paste. 

6. E-learning may also deteriorate institutions’ role socialization role and also the role of instructors as the 

directors of the process of education. 

7. Also not all fields or discipline can employ the e-learning technique in education. For instance the purely 

scientific fields that include practical cannot be properly studies through e-learning. Researches have argued that 

e-learning is more appropriate in social science and humanities than the fields such as medical science and 

pharmacy, where there is the need to develop practical skills. 

8. E-learning may also lead to congestion or heavy use of some websites. This may bring about unanticipated 

costs both in time and money disadvantages. 

 

Challenges of E-Learning 

The e-learning challenges include 

• Teachers insufficiently trained in their own subjects, and have little to no computer experience  

• Large class sizes (average 60 students but often higher)  

• Poorly equipped classrooms, dormitories and kitchens. Lack of teacher housing, especially in rural areas.  

• Expensive and slow Internet connections.  

• Shortage of text books for students, and extremely limited teaching materials for teachers  

• Reference books, labs, teaching and learning aids are in short supply  

• Outdated curricula  

• Declining enrollment of girls in each year of secondary school due to early marriage, safety concerns and  

family or social obligations  

• Fees are often beyond the reach of poor and particularly rural parents  

• Pass rates for the national exam are low and stagnant or declining  

• Insufficient funding.  

 

CONCLUSIONS  

We proposed a general formulation of interesting model for e-learning. Elearning involves the use of 

digital tools for teaching and learning. It makes use of technological tools to enable learners study anytime and 

anywhere. It involves the training, delivery of knowledge and motivates students to interact with each other, as 

well as exchange and respect different point of views. It eases communication and improves the relationships 

that sustain learning. Despite some challenges discussed, the literature has sought to explain the role of e-

learning in particular and how eLearning has made a strong impact in teaching and learning.  

This paper explained the advantages and disadvantages of e-learning suggests the need for its implementation in 

higher education for faculty, administrators and students to enjoy the full benefits that come with its adoption 

and implementation. 

Ideally, effective e-learning courses should include both asynchronous and synchronous learning 

activities. This allows students and teachers to benefit from the different delivery formats regardless of their 
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schedules or preferred learning methods. This approach provides students with access to immediate help if 

needed, while still giving them the ability to learn at their own pace.  

Good design and planning, while crucial for every type of training programme, are even more 

important for e-learning projects. In traditional training, the largest effort is in the delivery of training sessions, 

while in e-learning, it is in the design and development of structured materials which must be self‑contained and 

able to be used multiple times without making ongoing adjustments. 
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